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Introduction

WILLIAM LANE CRAIG AND J. P. MORELAND

The collapse of positivism and its attendant verification principle of meaning was undoubt-
edly the most important philosophical event of the twentieth century. Their demise her-
alded a resurgence of metaphysics, along with other traditional problems of philosophy
that verificationism had suppressed. Accompanying this resurgence has come something
new and altogether unanticipated: a renaissance in Christian philosophy.

The face of Anglo-American philosophy has been transformed as a result. Theism is on
the rise; atheism is on the decline. Atheism, although perhaps still the dominant viewpoint
at the American university, is a philosophy in retreat. In a recent article in the secularist
journal Philo, Quentin Smith laments what he calls “the desecularization of academia that
evolved in philosophy departments since the late 1960s.” He complains that:

[n]aturalists passively watched as realist versions of theism . ..began to sweep through the
philosophical community, until today perhaps one-quarter or one-third of philosophy profes-
sors are theists, with most being orthodox Christians. . . .in philosophy, it became, almost
overnight, ‘academically respectable’ to argue for theism, making philosophy a favored field of
entry for the most intelligent and talented theists entering academia today.'

Smith concludes, “God is not ‘dead’ in academia; he returned to life in the late 1960s and
is now alive and well in his last academic stronghold, philosophy departments.”

The renaissance of Christian philosophy over the last half century has served to
reinvigorate natural theology, that branch of theology that seeks to provide warrant
for belief in God’s existence apart from the resources of authoritative, propositional

revelation. Today, in contrast to just a generation ago, natural theology is a vibrant field of

1. Smith (2001). A sign of the times: Philo itself, unable to succeed as a secular organ, has now become a journal
for general philosophy of religion.
2. Smith (2001, p. 4).
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study.” All of the various traditional arguments for God’s existence, as well as creative new
arguments, find prominent, intelligent proponents among contemporary philosophers.
Moreover, genuinely new insights have been acquired into traditional problems raised by
nontheists such as the problem of evil and the coherence of theism.

In this volume, we bring together some of the foremost practitioners of natural theology
writing today and give them the opportunity to develop their arguments at length and to
interact with the arguments’ critics. The resulting volume is a compendium of theistic
arguments on the cutting edge of philosophical discussion.

The volume opens with an essay on the project of natural theology by Charles Taliaferro.
He not only provides a historical perspective on contemporary debates over theistic argu-
ments but, even more, also emphasizes the importance of issues in the philosophy of mind
for the viability of natural theology. To anyone who is not open to the notion of an imma-
terial mental substance distinct from a material substratum, the whole project of natural
theology is abortive. For God just is such an unembodied mind, distinct from and the
Creator of the physical universe. Taliaferro, therefore, seeks to show that we are far from
warranted in being confident that substantial minds are impossible, so that we must be
open to the project of natural theology.

Alexander Pruss explores the first theistic argument under discussion in this volume,
the argument from contingency or the version of the cosmological argument classically
associated with G. W. Leibniz. The argument attempts to ground the existence of the con-
tingent realm of things in a necessarily existent being. Prominent contemporary propo-
nents of theistic arguments of this sort include Richard Taylor, Timothy O’Connor, Robert
Koons, Richard Swinburne, Stephen Davis, and Bruce Reichenbach, among others. Pruss
identifies and discusses at length four key issues that any successful defense of such an
argument must address:

the status of the Principle of Sufficient Reason;

the possibility of an infinite regress of explanations;

the applicability of the Principle of Sufficient Reason to the explanatory ultimate; and
the theological significance of the argument’s conclusion.

B W N =

A cosmological argument of a different sort, one largely neglected until recent decades,
is the so-called kalam cosmological argument. Based upon the finitude of the temporal series
of past events, the argument aspires to show the existence of a personal Creator of the
universe, who brought the universe into being and is therefore responsible for the universe’s
beginning to exist. Philosophers such as G. J. Whitrow, Stuart Hackett, David Oderberg,
and Mark Nowacki have made significant contributions to this argument. In their

3. The change has not gone unnoticed even in popular culture. In 1980, Time magazine ran a major story entitled
“Modernizing the Case for God,” in which it described the movement among contemporary philosophers to
refurbish the traditional arguments for God’s existence. Time marveled, “In a quiet revolution in thought and
argument that hardly anybody could have foreseen only two decades ago, God is making a comeback. Most
intriguingly, this is happening not among theologians or ordinary believers, but in the crisp intellectual circles
of academic philosophers, where the consensus had long banished the Almighty from fruitful discourse” (Time
1980). The article cites the late Roderick Chisholm to the effect that the reason that atheism was so influential a
generation ago is that the brightest philosophers were atheists; but today, in his opinion, many of the brightest
philosophers are theists, using a tough-minded intellectualism in defense of that belief that was formerly lacking
on their side of the debate.
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treatment, William Lane Craig and James Sinclair examine afresh two classical philosophi-
cal arguments for the finitude of the past in light of modern mathematics and metaphysics
and review remarkable scientific evidence drawn from the from the field of astrophysical
cosmology that points to an absolute temporal origin of the cosmos. With this argument,
we begin to see the intimate and fascinating links between natural theology and develop-
ments in contemporary science that philosophers cannot afford to ignore.

Those links are in full view in Robin Collins’s treatment of the teleological argument.
John Leslie, Paul Davies, Richard Swinburne, William Dembski, Michael Denton, and Del
Ratzsch are among the many defenders of this argument today. Focusing on the fine-tuning
of nature’s laws, constants, and initial conditions, Collins asks how this amazing fine-tuning
is best explained. In unfolding his answer, Collins carefully formulates a theory of probabil-
ity that serves as the framework for his argument, addressing such key issues as the nature
of probability, the principle of indifference, and the comparative ranges of life-permitting
values versus assumable values for the finely tuned parameters. He argues that the evidence
strongly confirms the hypothesis of theism over an atheistic single universe hypothesis and,
moreover, that appeals to a multiverse or a many-worlds hypothesis in order to rescue the
atheistic position are ultimately unavailing. Finally, he assesses the significance of his con-
clusion for the overall case for theism.

The argument from fine-tuning concerns the design of the universe with embodied
moral agents in view. We focus on such agents in moving from the external world to the
internal world of human persons in J. P. Moreland’s essay on the argument from conscious-
ness. Setting aside panpsychism on the grounds that, first, it is a label for the problem of
consciousness’” origin and not a solution and, second, theism and naturalism are the only
live options for most Western thinkers, Moreland lays out the ontological constraints for
a naturalist worldview that follow most plausibly from a naturalist epistemology, etiology,
and core ontology, to wit, there is a burden of proof for any naturalist ontology that ven-
tures beyond strict physicalism. Moreland then presents and defends the central premises
in an argument for God from the existence of consciousness or its lawlike correlation with
physical states (the argument for God from consciousness, here after abbreviated as AC).
Given AC as a rival to naturalism, there is an additional burden of proof for a naturalist
ontology that quantifies over sui generis emergent properties such as those constitutive of
consciousness. After characterizing epistemically the dialectical severity of this burden, in
the final section, Moreland rebuts the three most prominent naturalist theories of the
existence of consciousness, namely, the views of John Searle, Colin McGinn, and Timothy
O’Connor. Contemporary advocates of this argument include Charles Taliaferro, Richard
Swinburne, and Robert Adams.

Partially due to the theistic connection between finite consciousness and God, a cottage
industry of versions of physicalism has sprung up to eliminate consciousness in favor of
or to reduce consciousness in one way or another to something physical. While this will
be a hard sell to many, the existence and nature of reason cannot easily be treated along
these lines on pain of self-referential inconsistence. Thus, Victor Reppert develops an argu-
ment from reason for God’s existence based on the reality of reason in human persons.
Similar arguments have been developed by C. S. Lewis and Alvin Plantinga. Although the
argument takes a number of forms, in all instances, according to Reppert, it attempts to
show that the necessary conditions of logical and mathematical reasoning, which undergird
the natural sciences as a human activity, require the rejection of all broadly materialist
worldviews. Reppert begins by examining the nature of the argument and identifying the
central characteristics of a materialist worldview. In so doing, he lays out the general
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problem of materialism and how the argument from reason points to a single aspect of
that broader problem. Second, he examines the argument’s history, including the famous
Lewis—Anscombe controversy. In so doing, Reppert indicates how the argument from
reason can surmount Anscombe’s objections. He also explains the transcendental structure
of the argument. Third, he investigates three subarguments: the argument from intention-
ality, the argument from mental causation, and the argument from the psychological rele-
vance of logical laws, showing how these demonstrate serious and unsolved difficulties for
materialism. Finally, Reppert presents some popular objections and shows that these do
not refute the argument.

Having laid out two features of anthropology that are recalcitrant facts for naturalists
but which provide evidence for theism — consciousness and reason — a third theistic-
friendly purported fact about human persons is that they are moral agents with intrinsic
value. Thus, we next turn to metaethical issues, as Mark Linville presents a moral argument
for God’s existence. Contemporary philosophers who have defended various versions of
the moral argument for theism include Robert Adams, William Alston, Paul Copan, John
Hare, and Stephen Evans. Linville argues that naturalists, committed as they are to the blind
evolutionary development of our cognitive faculties in response to the pressures to survive,
cannot be warranted in their moral convictions, in contrast to theists, who see our moral
faculties as under the suzerainty of God. Linville also contends that atheistic views of nor-
mative ethics, in contrast to theistic views, cannot adequately ground belief in human
dignity. If we trust our moral convictions or believe in personal dignity, we should, then,
be theists.

Moral considerations raise naturally the problem of evil in the world. In his chapter,
Stewart Goetz distinguishes between the idea of a defense and that of a theodicy, and
defends an instance of the latter. As a prolegomenon to his theodicy, Goetz examines the
purpose or meaning of an individual’s life. Although the vast majority of philosophers,
including those who write on the problem of evil, have shown little or no interest in this
topic for far too long, Goetz believes that an understanding of the purpose for which a
person exists provides the central insight for a viable theodicy. This insight is that a person
exists for the purpose of experiencing the great good of perfect happiness. Given that
perfect happiness is an individual’s greatest good, Goetz argues that it supplies the core
idea for why God is justified in permitting evil. Main contemporary contributors to a the-
istic treatment of evil include Alvin Plantinga, William Alston, Richard Swinburne, Marilyn
Adams, Peter van Inwag and Stephen Wykstra, among many others.

One aspect of the problem of evil is God’s apparent inactivity in the presence of evil
and in the midst of ordinary, daily life. On the other hand, it has been the testimony of
millions of people that God Himself has shown up in their lives and that they have both
experienced His presence and seen effects in and around their lives that only He could do.
Human persons are not only moral agents, they are ineluctably religious. According to
Kai-man Kwan, the argument from religious experience contends that given the appropriate
premises, we can derive from the religious experiences of humankind a significant degree
of epistemic justification for the existence of God. Kwan has no intention of arguing here
that only one particular theistic tradition (such as Christianity) is correct. He focuses on
a subclass of religious experiences, the experiences of God or theistic experience, and argues
that theistic experiences provide significant justification for belief in God. Kwan does not
claim that his argument is a conclusive argument on its own, but he does think that it is a
reasonable argument that can contribute to the cumulative case for the existence of God.
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Contemporary defenders of arguments from theistic religious experience include William
Alston, Jerome Gellman, William Wainwright, and Keith Yandell.

The summit of natural theology is the famous onfological argument, which would infer
God’s existence starting from the concept of God as the greatest conceivable being. This
argument, if successful, will give us God with all His superlative, great-making attributes.
Recent defenders of the argument in various forms include Charles Hartshorne, Kurt
Godel, Norman Malcolm, Alvin Plantinga, Clement Dore, Stephen Davis, and Brian Leftow.
In his essay, Robert Maydole, one of the most recent philosophers to enter the lists on
behalf of the ontological argument, examines classical statements of the argument along
with contemporary reformulations. He argues that some versions of the ontological argu-
ment are not only sound but also non-question-begging and are not susceptible to the
parodies that detractors of the argument frequently offer.

Our final essay moves from generic theism to specifically Christian theism, as Timothy
and Lydia McGrew develop in some detail an argument from miracles, the miracle in this
case being the central Christian miracle of Jesus of Nazareth’s resurrection. Scholars who
have made significant contributions to an argument of this sort include Wolfhart Pannen-
berg, N. T. Wright, Gerald O’Collins, William Lane Craig, Stephen Davis, Richard Swin-
burne, Dale Allison, Gary Habermas, and a host of New Testament historians. McGrew and
McGrew’s contribution lies in their careful formulation of the argument in terms of Bayes’s
Theorem, showing how, pace David Hume, miracles are positively identifiable as the most
probable hypothesis despite the prior improbability of a miracle claim. They argue that in
the case of Jesus’s putative resurrection, the ratio between the likelihoods of the resurrec-
tion hypothesis and its contradictory is such that one ought to conclude that the resurrec-
tion hypothesis is the most probable hypothesis on the total evidence.

The foregoing arguments, while not exhausting the range of arguments of contempo-
rary natural theology, do serve as representative of the best work being done in the field
today. It is our hope that the present Companion will serve as a stimulus to the discussion
and further development of these arguments.

References

Modernizing the case for God. Time, April 7, 1980, 65—6.
Smith, Q. (2001) The metaphilosophy of naturalism. Philo 4: 2, 3—4.



The Project of Natural Theology

CHARLES TALIAFERRO

Natural theology is the practice of philosophically reflecting on the existence and nature
of God independent of real or apparent divine revelation or scripture. Traditionally, natural
theology involves weighing arguments for and against God’s existence, and it is contrasted
with revealed theology, which may be carried out within the context of ostensible revelation
or scripture. For example, revealed theology may take as authoritative certain New Testa-
ment claims about Jesus and then construct a philosophical or theological model for
understanding how Jesus may be human and divine. Natural theology, on the other hand,
develops arguments about God based on the existence of the cosmos, the very concept
of God, and different views of the nature of the cosmos, such as its ostensible order and
value. Natural theology is often practiced in the West and the Near East with respect to the
theistic view of God, and thus the God of Judaism, Christianity, and Islam. But natural
theology has also been carried out by those who reject such religious traditions (e.g. Vol-
taire (1694—1778) endorsed theistic natural theology, but he put no credence in Christian
revelation), and philosophers have employed natural theology to argue that God has attri-
butes and a character that is either slightly or radically different from orthodox, religious
concepts of God. The philosophy of God developed by Spinoza (1632-1677) is an example
of a natural theology, according to which God is radically different from the theism of his
Jewish and Christian contemporaries.

Plato (428-348 BCE), Aristotle (384-322 BCE), and their successors in ancient and
medieval philosophy developed substantial arguments for the existence of God without
relying on revelation. In the West, Anselm of Canterbury (1033-1109), Thomas Aquinas
(1225-74), and Duns Scotus (1266—1308) are among the most celebrated contributors to
natural theology. Muslim philosophy has also been a rich resource for natural theology,
especially for cosmological theistic arguments. This may be due, in part, to the immense
emphasis by philosophers such as Ibn Sina (or Avicenna, 980-1037) on the necessary,
noncontingent reality of God in contrast to the contingent cosmos.

Natural theology played a major role in early modern philosophy. Some of the classics in
the modern era, such as the Meditations by Descartes (1596-1650), An Essay Concerning
Human Understanding by John Locke (1632-1704), Three Dialogues between Hylas and
Philonous by George Berkeley, the Theodicy by Leibniz (1646-1716), the Dialogues Concerning
Natural Religion by David Hume (1711-76), and the Critique of Pure Reason by Immanuel Kant

The Blackwell Companion to Natural Theology Edited William Lane Craig and J. P. Moreland
© 2009 Blackwell Publishing Ltd. ISBN: 978-1-405-17657-6



2 CHARLES TALIAFERRO

(1724-1804) all constitute major contributions to assessing reasons for and against theism,
without making any appeal to revelation. The last two works are commonly thought to
advance the most serious challenges to carrying out natural theology at all, but in point of
fact, they still remain works in the tradition of natural theology, insofar as they reflect on
the credibility of believing that there is a God, employing arguments that do not explicitly
appeal to revelation. It is difficult to exaggerate the role of natural theology in the history
of modern philosophy. The first substantial philosophical work published in English was
a work in natural theology: The True Intellectual System of the Universe by Ralph Cudworth
(1617-88).

In this chapter, I explore the prospects of employing natural theology in its traditional
role of supporting a theistic understanding of God. In the first section, I bring together a
series of arguments to the effect that a theistic natural theology is either unintelligible or,
in principle, at a major disadvantage over against naturalism. These objections include
critical arguments from Hume and Kant contra natural theology as employed to justify
theism. I then address each of these, and bring to light reasons why today there is a renais-
sance in the field of natural theology in contemporary philosophy. I conclude with observa-
tions about the role of natural theology in addressing nontheistic accounts of God, along
with a modest observation about the virtues of inquiry. The goal of this chapter is to
address the general framework of natural theology in order to pave the way for the chapters
that follow, which address specific strands in natural theology.

Does Theistic Natural Theology Rest upon a Mistake?

According to classical theism, there is a creator and sustainer of the cosmos who is omni-
scient, omnipotent, necessarily existing, nonphysical, essentially good, omnipresent, without
temporal beginning or end, and everlasting or eternal. How these attributes are understood
with precision is a matter of controversy. For example, some theists understand God as not
temporally extended but transcending temporal passage (for God, there is no before,
during, and after), while others see God as temporal and still others think that “prior” to
God’s creation of time, God is timelessly eternal, although temporal after the creation. In
what follows, I shall not enter into such fascinating questions about the divine attributes.
(For in-depth coverage, see Wierenga 1989; Swinburne 1994; Taliaferro 1994, 1999; Hoffman
& Rosenkrantz 2002).

In the current intellectual climate, the closest competitor with theism, and the custom-
ary launching pad for antitheistic natural theology arguments, is naturalism. Naturalism
has been variously described and is sometimes characterized so broadly as to be without
substance. For current purposes, naturalism may be described as a scientifically oriented
philosophy that rules out the existence of God, as well as the soul. Some naturalists do not
deny that there are nonphysical processes or states (e.g. consciousness is not itself a physical
process or state), but most embrace some form of physicalism, according to which there
is no thing or process that is nonphysical. Here is a current description of naturalism by
Richard Dawkins that seems to restrict reality to that which is physical or “natural.”

[A] philosophical naturalist is somebody who believes there is nothing beyond the natural,
physical world, no supernatural creative intelligence lurking behind the observable universe,
no soul that outlasts the body and no miracles — except in the sense of natural phenomena
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that we don’t yet understand. If there is something that appears to lie beyond the natural world
as it is now imperfectly understood, we hope eventually to understand it and embrace it within
the natural. As ever when we unweave a rainbow, it will not become less wonderful. (Dawkins
2006, p. 14)

Far from becoming less wonderful, Dawkins and some (but not all) naturalists argue that
the natural world is more accurately and deeply appreciated aesthetically, once theistic
natural theology is set to one side. Four of the five arguments against a theistic natural
theology that follow reflect some form of naturalism, a worldview that is advanced as more
elegant and powerful than theism.

Argument |

There is no logical space for theism. According to D. Z. Phillips, theism can be faulted for
its positing a reality that is independent of the structure of the world. He not only proposes
that it makes no sense to think about what is beyond the world but also proposes theism
can be faulted for its advancing what might be called a theory of everything. Phillips
writes:

What kind of theory is a theory about the structure of the world? If by “the world” one wants
to mean “everything’, there is no such theory. Certainly, science has no such theory, nor could
it have. “Everything” is not the name of one big thing or topic, and, therefore, there can be no
theory concerning a thing or topic of this kind. To speak of a thing is to acknowledge the
existence of many things, since one can always be asked which thing one is referring to. Science
is concerned with specific states of affairs, no matter how wide the scope of its questions may
be. Whatever explanations it offers, further questions can be asked about them. It makes no
sense to speak of a last answer in science, one that does not admit of any further questions.
Science is not concerned with “the structure of the world”, and there are no scientific investiga-
tions which have this as their subject.” (Phillips 2005, pp. xv—xvi)

Phillips’s critique of theories of everything may also be seen as cutting against naturalism
insofar as it advances a theory covering all of reality. Physicalist forms of naturalism would
seem to fit that description, for example, as physicalists hold that everything is physical.
However, insofar as naturalism involves a negative thesis (there is no God not identical
with the cosmos), Phillips’s reasoning is very much in keeping with a naturalistic
perspective.

For another representation of the no logical space for theism argument, consider Kai
Nielsen’s challenge:

What does or could “transcendent to the universe” mean? Perhaps being “beyond the uni-
verse”? But how would that be other than just more universe? Alternatively, if you do not want
to say that, try — thinking carefully about the sense of “beyond” — to get a handle on “going
beyond the universe.” Is not language idling here? (Nielsen 2004, p. 474)

If successful, this objection rules out any evidential case for theism in the offing from
natural theology. Kai Nielsen counsels us to set aside the search for theistic evidence, even
if such ostensible evidence were something fantastic like the claim “GOD EXISTS” appear-
ing in the heavens.
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We are no better off with the stars in the heavens spelling out GOD EXISTS than with their
spelling out PROCRASTINATION DRINKS MELANCHOLY. We know that something has
shaken our world [if “GOD EXISTS” appeared in the heavens], but we know not what; we
know — or think we know, how could we tell which it was in such a circumstance? — that we
heard a voice coming out of the sky and we know — or again think that we know — that the
stars rearranged themselves right before our eyes and on several occasions to spell out GOD
EXISTS. But are we wiser by observing this about what “God” refers to or what a pure disem-
bodied spirit transcendent to the universe is or could be? At most we might think that maybe
those religious people have something — something we know not what — going for them. But
we also might think it was some kind of big trick or some mass delusion. The point is that we
wouldn’t know what to think. (Nielsen 2004, p. 279)

Argument I1

Theism fails in terms of explanatory power. Some see theism as a quasi-scientific hypoth-
esis. This is Richard Dawkins’s position:

I pay religions the compliment of regarding them as scientific theories and ... I see God as a
competing explanation for facts about the universe and life. This is certainly how God has
been seen by most theologians of past centuries and by most ordinary religious people
today. . . . Either admit that God is a scientific hypothesis and let him submit to the same
judgment as any other scientific hypothesis. Or admit that his status is no higher than that of
fairies and river sprites. (Dawkins 1995, pp. 46-7)

But once we introduce theism as a scientific thesis, it seems utterly unable to carry out the
kinds of work we expect in terms of science. This objection is articulated by Jan Narveson:

It ought to be regarded as a major embarrassment to natural theology that the very idea of
something like a universe’s being “created” by some minded being is sufficiently mind-boggling
that any attempt to provide a detailed account of how it might be done is bound to look silly,
or mythical, or a vaguely anthropomorphized version of some familiar physical process.
Creation stories abound in human societies, as we know. Accounts ascribe the creation to
various mythical beings, chief gods among a sizeable polytheistic committee, giant tortoises,
super-mom hens, and, one is tempted to say, God-knows-what. The Judeo-Christian account
does no better, and perhaps does a bit worse, in proposing a “six-day” process of creation.

It is plainly no surprise that details about just how all this was supposed to have happened
are totally lacking when they are not, as I say, silly or simply poetic. For the fundamental idea
is that some infinitely powerful mind simply willed it to be thus, and, as they say, Lol, it was
so! If we aren’t ready to accept that as an explanatory description — as we should not be, since
it plainly doesn’t explain anything, as distinct from merely asserting that it was in fact done —
then where do we go from there? On all accounts, we at this point meet up with mystery. “How
are we supposed to know the ways of the infinite and almighty God?” it is asked — as if that
put-down made a decent substitute for an answer. But of course it doesn’t. If we are serious
about “natural theology,” then we ought to be ready to supply content in our explication of
theological hypotheses just as we do when we explicate scientific hypotheses. Such explications
carry the brunt of explanations. Why does water boil when heated? The scientific story supplies
an analysis of matter in its liquid state, the effects of atmospheric pressure and heat, and so
on until we see, in impressive detail, just how the thing works. An explanation’s right to be
called “scientific” is, indeed, in considerable part earned precisely by its ability to provide such
detail. (Narveson 2003, pp. 93—4)
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Matthew Bagger is equally convinced that theistic explanations should be discredited
over against a naturalist alternative. He holds that no occasion can arise that would offer
reason for questioning the adequacy of naturalism.

We can never assert that, in principle, an event resists naturalistic explanation. A perfectly
substantiated, anomalous event, rather than providing evidence for the supernatural, merely
calls into question our understanding of particular natural laws. In the modern era, this posi-
tion fairly accurately represents the educated response to novelty. Rather than invoke the
supernatural, we can always adjust our knowledge of the natural in extreme cases. In the
modern age in actual inquiry, we never reach the point where we throw up our hands and
appeal to divine intervention to explain a localized event like an extraordinary experience.
(Bagger 1999, p. 13)

Bagger’s position closely resembles that of David Hume’s on miracles, although his position
is more comprehensive than explaining away events within the cosmos. Bagger thinks that
there cannot, in principle, be any supernatural or theistic account of the cosmos itself.
Accounts of what exist, according to Bagger, must be naturalistic, which he describes as
amenable to scientific investigation. Because theism involves descriptions and explanations
involving a reality that is not itself subject to scientific inquiry, it cannot be employed in
accounting either for events in the cosmos (ostensible miracles or religious experience) or
of the cosmos itself. Both Narveson and Bagger propose that theism fails because of its
comparative paucity to explanations in the natural sciences.

Argument I11

Theism and anthropomorphism — there are at least two versions of this line of reasoning.
The first comes from Hume and maintains that theism receives whatever plausibility it has
in natural theology by comparing God to a human person. In one version of the argument
from design, for example, theists argue that God must be like us because the cosmos
resembles artifacts we make intentionally. But, Hume reasons, is there not something grossly
anthropomorphic (and anthropocentric) to suppose that the creator or cause of the cosmos
must resemble us when there are so many other possible sources of causal explanation?
There is an implicit charge that theism is too human-centered in the following lines:

But allowing that we were to take the operations of one part of nature upon another for the
foundation of our judgement concerning the origin of the whole (which never can be admit-
ted), yet why select so minute, so weak, so bounded a principle as the reason and design of
animals is found to be upon this planet? What peculiar privilege has this little agitation of the
brain which we call thought, that we must make it the model of the whole universe? Our par-
tiality in our own favor does indeed present it on all occasions, but sound philosophy ought
carefully to guard against so natural an illusion. (Hume 1988, p. 19)

According to another version of this objection, theism is to be faulted not only for its
somewhat hubristic identification of humanity as a model for the cause of the cosmos but
also for a deeper reason: just as we have come to see in the philosophy of human nature
that there is no sense to be made of humans having a nonphysical soul, we may similarly
see that there is no sense to be made of the concept of the cosmos having a nonphysical
creator. Bede Rundle has recently developed a version of this argument.
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According to Rundle, our language and concepts that describe and explain intentional
action are essentially references to material behavior. As God is nonphysical, the notion
that God can act, hear, or know about the world is necessarily false or incoherent.

We have no idea what it means to speak of God intervening in the affairs of the world. ... We
may well have to broaden our conception of what this universe contains; why should there
not be many species of being more intelligent than us, some of whom make their presence
felt locally from time to time? However, such a concession leaves us within the physical uni-
verse. The difficulty with a supernatural agent is that it requires one foot in both domains, so
to speak. To qualify as supernatural it must be distanced from any spatio-temporal character
which would place it in our world, but to make sense to us as explanatory of changes therein
it must be sufficiently concrete to interact with material bodies, and the more convincingly a
case is made for the former status, the greater the difficulty put in the way of the latter. (Rundle
2004, pp. 10, 27, 28)

Rundle contends that the very notion of nonmaterial intentions, knowledge, and so on is
incoherent, and he takes particular aim at what he sees as the misuse of language in theistic
religion.

Someone who insists that God, though lacking eyes and ears, watches him incessantly and
listens to his prayers, is clearly not using “watch” or “listen” in a sense in which we can recog-
nize, so while the words may be individually meaningful and their combination grammatical,
that is as far as meaningfulness goes: what we have is an unintelligible use of an intelligible
form of words. God is not of this world, but that is not going to stop us speaking of him as
if he were. It is not that we have a proposition which is meaningless because unverifiable, but
we simply misuse language, making an affirmation which, in light of our understanding of
the words, is totally unwarranted, an affirmation that makes no intelligible contact with reality.
(Rundle 2004, p. 11)

Rundle’s main justification for this stridently confident conclusion lies in ordinary language
and a general materialism (“if there is anything at all, it must be matter” (Rundle 2004,
p. ix)).

Rundle’s appeal to ordinary language may seem strained over against linguistic and
conceptual flexibility of contemporary science with its quarks, leptons, dark matter, energy,
and so on. But Rundle’s thesis may be bolstered by what appears to be an implicit natural-
ism in natural sciences. The sciences have not revealed clear marks of the divine, and theism
as a hypothesis about reality does not help us with predictions. If theism is true, is it more
or less likely that our sun will collapse in 4-5 billion years, turn into a red giant, and vapor-
ize the earth? Daniel Dennett prizes physicalistic explanations that can answer such ques-
tions in terms of matter and energy, without bringing in theism or any kind of framework
that privileges mental explanations that appeal to experience and intentions. For Dennett,
Rundle’s line of reasoning is sound. Theism is discredited for its extracting from the natural
world intentional, mental terms (knowing, thinking, loving, and so on) and then projecting
them on to a nonphysical, supernatural subject.

Argument IV

An argument from uniqueness — this argument received one of its most famous versions
in Hume’s Dialogues Concerning Natural Religion. According to this argument, the project
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of theistic natural theology cannot get off the ground because there is no framework in
which we can test the plausibility of theism over against its alternatives. In the Dialogues,
Hume reasons that we may well reach conclusions about the cause of some object, such as
a house, because we have seen many houses built in the past. But when it comes to the
cosmos itself, we have no reference point by which to weigh alternative hypotheses.

But how this [design] argument can have place, where the objects, as in the present case, are
single, individual, without parallel or specific resemblance, may be difficult to explain. And
will any man tell me with a serious countenance, that an orderly universe must arise from
some thought and art, like the human; because we have experience of it? To ascertain this
reasoning, it were requisite, that we had experience of the origin of worlds; and it is not suffi-
cient surely, that we have seen ships and cities arise from human art and contrivance. (Hume
1988, p. 21)

According to Hume, when we compare the cosmos itself to human artifacts and speculate
about whether the cosmos resembles an artifact, we are simply moving from what we are
familiar with in a commonsense context to form an analogy that is far beyond what we
can properly evaluate.

If we see a house, ... we conclude, with the greatest certainty, that it had an architect or
builder; because this is precisely that species of effect, which we have experienced to proceed
from that species of cause. But surely you will not affirm, that the universe bears such a resem-
blance to a house, that we can with the same certainty infer a similar cause, or that the analogy
is here entire and perfect. The dissimilitude is so striking, that the utmost you can here pretend
to is a guess, a conjecture, a presumption concerning a similar cause. (Hume 1988, p. 16)

This line of reasoning is used by Hume to undermine an argument from design.

Argument V

Natural theology is not enough. David Hume and Immanuel Kant both object to theistic
natural theology on the grounds that the God that appears in natural theology is not suf-
ficient to justify belief in the God of theistic tradition. So, while Kant is impressed by an
argument from design, one of his objections is that the God evidenced by design would
not thereby be shown to be omniscient, omnipotent, essentially good, and so on. Kant
writes:

The proof could at most establish a highest architect of the world, who would always be limited
by the suitability of the material on which he works, but not a creator of the world, to whose
idea everything is subject, which is far from sufficient for the great aim that one has in view,
namely that of proving an all-sufficient original being. If we wanted to prove the contingency
of matter itself, then we would have to take refuge in a transcendental argument, which,
however, is exactly what was supposed to be avoided here. (Kant 1998, p. A627)

Hume also proposes that the tools of natural theology are unable to fashion a concept of
a “supreme existence” that would befit the divine. Building a case for a God that resembles
human minds would seem to be hopeless given the limited, elusive, and fluctuating nature
of human minds.
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All the sentiments of the human mind, gratitude, resentment, love, friendship, approbation,
blame, pity, emulation, envy, have a plain reference to the state and situation of man, and are
calculated for preserving the existence, and promoting the activity of such a being in such
circumstances. It seems therefore unreasonable to transfer such sentiments to a supreme
existence, or to suppose him actuated by them; and the phenomena, besides, of the universe
will not support us in such a theory. All our ideas, derived from the senses, are confessedly
false and illusive; and cannot, therefore, be supposed to have place in a supreme intelligence.
(Hume 1988, p. 27)

A Foundation for Natural Theology

I believe that the most promising reply to these arguments is to start with a challenge to
the physicalism that lies behind most (although not all) forms of naturalism. It is first
essential to set up a nonphysicalist alternative before addressing the no logical space
for theism argument and so on. The importance of linking the philosophy of mind with
the philosophy of God is not apparent only in the arguments by Rundle and Narveson.
Consider Anthony Kenny’s observation:

If we are to attribute intelligence to any entity — limited or unlimited, cosmic or extra-cosmic
— we have to take as our starting point our concept of intelligence as exhibited by human
beings: we have no other concept of it. Human intelligence is displaced in the behavior of
human bodies and in the thoughts of human minds. If we reflect on the active way in which
we attribute mental predicate such as “know,” “believe,” “think,” “design,” “control” to human
beings, we realize the immense difficulty there is [in] applying them to a putative being to
which is immaterial, ubiquitous and eternal. It is not just that we do not, and cannot, know
what goes on in God’s mind, it is that we cannot really ascribe a mind to God at all. The lan-
guage that we use to describe the contents of human minds operates within a web of links
with bodily behavior and social institutions. When we try to apply this language to an entity
outside the natural world, whose scope of operation is the entire universe, this web comes to
pieces, and we no longer know what we are saying. (Kenny 2006, pp. 52, 53)

If Kenny is right, the most promising theistic starting point must be to question whether
or not terms such as “consciousness,” “know,” “act,” and so on are thoroughly physical or
reducible to bodily states and behavior.

Given a thoroughgoing physicalism, theism is not likely to receive a friendly hearing.
For some naturalists, theism and consciousness itself are in the same boat. Alisdair Hannay
rightly recognizes how contemporary physicalists seek to marginalize consciousness, grant-
ing it only secondary or a provisional status to be explained away in nonconscious catego-

ries. Something even more negative can be said about the receptivity to theism.

The attitude of much physicalism [to consciousness] has been that of new owners to a sitting
tenant. They would prefer eviction but, failing that, are content to dispose of as much of the para-
phernalia as possible while keeping busy in other parts of the house. We should, I think, feel free
to surmise that the current picture of consciousness eking out a sequestered life as a print-out
monitor or raw feeler fails in a quite radical way to capture the facts. (Hannay 1987, p. 397)

How certain should we be that consciousness and other mental states are in fact marginal
or thoroughly physical and identical to a bodily “web of links”? I suggest in what follows
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that once we recognize that some conscious, purposive explanations should count as bona
fide accounts of human (and perhaps other animal) lives, one may see that the theistic
appeal to consciousness, and the purposive account of the cosmos itself, should be taken
seriously as well.

Consider first the project of marginalizing consciousness. To see the problem with treat-
ing consciousness as secondary to observable, bodily processes, witness the work of Daniel
Dennett. Dennett has made a career seeking to displace what may be considered the appar-
ent primacy of consciousness in terms of certitude. Early modern philosophy began with
Descartes’ stress on the indubitability of self-awareness. One early effort by Dennett to
combat Cartesianism was to promote what he called “heterophenomenology,” a method
that did not completely dismiss introspection from the outset but treated people’s reports
on their states of consciousness as data that required additional scientific evidence before
those reports could be taken seriously. Over the years, he has become increasingly hostile
toward those who attribute to conscious experience an ineliminable, primary status. In a
recent exchange, Dennett contends that David Chalmers needs “an independent ground
for contemplating the drastic move of adding ‘experience’ to mass, charge, and space-time”
(Dennett 2000, p. 35). Chalmers replies that “Dennett challenges me to provide ‘indepen-
dent’ evidence (presumably behavioral or functional evidence) for the ‘postulation’ of
experience. But this is to miss the point: conscious experience is not ‘postulated’ to explain
other phenomena in turn; rather, it is a phenomenon to be explained in its own right ...
(Chalmers 2000, p. 385)

I suggest that Chalmers is absolutely convincing in this reply. There can be no “contem-
plating” or observations of this or that evidence about behavior or functions or any theories
about mass, charge, and space-time unless there is conscious awareness. Consciousness is
antecedent to, and a presupposition of, science and philosophy. To emphasize the primacy
of consciousness, note Drew McDermott’s effort to defend Dennett against Chalmers.
McDermott offers this analogy against Chalmers and in favor of Dennett: “Suppose a
lunatic claims he is Jesus Christ. We explain why his brain chemicals make him think that.
But he is not convinced. “The fact that I am Jesus is my starting point, a brute explanandum;
explaining why I think this is not sufficient” The only difference between him and us is
that he can’t stop believing he’s Jesus because he’s insane, whereas we can’t stop believing
in phenomenal consciousness because we are not” (McDermott 2001, p. 147). But surely,
this analogy is wide of the mark, ignoring the unique, radically fundamental nature of
consciousness and experience. Without consciousness, we should not be able even to think
that someone is sane or insane, let alone Jesus. Recognition of the reality of conscious
awareness is not simply an obstinate belief; the reality of consciousness seems to be a pre-
condition of inquiry. (As a side note, it is peculiar that in his defense of Dennett, McDer-
mott implies that we are not insane because we believe in phenomenal consciousness.)

Once the existence of consciousness is conceded as no less and perhaps even more
assured than Dennett’s “mass, charge, and space-time,” it becomes difficult to see how
consciousness can turn out to be the very same thing as brain activity or other bodily states
and behavior. The following observation by Michael Lockwood is telling:

Let me begin by nailing my colours to the mast. I count myself a materialist, in the sense that
I take consciousness to be a species of brain activity. Having said that, however, it seems to me
evident that no description of brain activity of the relevant kind, couched in the currently
available languages of physics, physiology, or functional or computational roles, is remotely
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capable of capturing what is distinctive about consciousness. So glaring, indeed, are the short-
comings of all the reductive programmes currently on offer, that I cannot believe that anyone
with a philosophical training, looking dispassionately at these programmes, would take any
of them seriously for a moment, were in not for a deep-seated conviction that current physical
science has essentially got reality taped, and accordingly, something along the lines of what the
reductionists are offering must be correct. To that extent the very existence of consciousness
seems to me to be a standing demonstration of the explanatory limitations of contemporary
physical science. (Lockwood 2003, p. 447)

There is a powerful, enduring argument against identifying consciousness and brain activ-
ity that is very much in favor now and that highlights the limitations of physicalist treat-
ments of consciousness. A wide range of philosophers argue that it is possible for us to
have an exhaustive observation of a person’s physiology, anatomy, all outward behavior,
and language use and still not know that the person is conscious (for a defense of this
argument and reply to objections, see Taliaferro 1994, 2002; Swinburne 1997; Goetz &
Taliaferro 2008; Moreland 2008).

It would be premature to refer to a consensus in philosophy of mind, but there is a
strong, growing conviction that “solving” the problem of consciousness may require a
revolution in the way that we conceive of both consciousness and the physical world.
Thomas Nagel puts the matter as follows:

I believe that the explanatory gap [linking consciousness and physical processes] in its present
form cannot be closed — that so long as we work with our present mental and physical concepts
no transparently necessary connection will ever be revealed, between physically described
brain processes and sensory experience, of the logical type familiar from the explanation of
other natural processes by analysis into their physico-chemical constituents. We have good
grounds for believing that the mental supervenes on the physical — i.e. that there is no mental
difference without a physical difference. But pure, unexplained supervenience is not a solution
but a sign that there is something fundamental we don’t know. We cannot regard pure super-
venience as the end of the story because that would require the physical to necessitate the
mental without there being any answer to the question how it does so. But there must be a
“how,” and our task is to understand it. An obviously systematic connection that remains
unintelligible to us calls out for a theory. (Nagel 1998, pp. 344-5)

Nagel’s confidence that we will somehow bridge the gap and understand how consciousness
may turn out to be brain activity does not inspire enthusiasm: “I believe,” writes Nagel, “it
is not irrational to hope that someday, long after we are all dead, people will be able to
observe the operation of the brain and say, with true understanding “That’s what the experi-
ence of tasting chocolate looks like from the outside’” (Nagel 1998, p. 338).

The difficulty of explaining away the obstinate reality of consciousness, and the osten-
sible contingency of the relationship between consciousness and physical processes, should
caution those who dismiss theism in light of a confident form of physicalism.

Reply to Argument I

I shall later reply in some detail to Rundle’s argument that theism is incoherent, but I shall
assume (provisionally) in my reply to the first argument that consciousness does indeed
exist and that there are problems with explaining away what appears to be a contingent
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relationship between consciousness and physical states and processes. It seems that we can
conceive of the one without the other, and we currently lack an explanatory scheme to
show that there is an identity between them (see Taliaferro 1994, 1997, 2002). I do not
assume here that some form of dualism is true; I am asserting, however, that physicalism
is not known to be true and that it is problematic to beg the question about the successful
prospects of nonphysical explanations at the outset. Granted this foundation, consider
Argument L. If we cannot rule out that consciousness with respect to human beings is
something nonphysical, how can we justifiably rule out that there may be a nonphysical
theistic mode of consciousness (a God who knows, acts, and so on)? If it is possible that
there is a nonphysical, purposive causal agent as conceived of in theism, is there not logi-
cal space for asking the theistic cosmic question that Phillips and Kai Nielsen seek to
rule out?

Furthermore, the fundamental theistic cosmic question is actually slightly different than
Phillips and Nielsen suppose. In standard forms of the cosmological argument, theists ask
the question of why the contingent cosmos exists rather than not. This is not akin to asking
why everything exists, assuming God (ex hypothesi) is a substantial reality or subject who
would (if God exists) be referred to as one of the “things” that exists. So the question of
the cosmological argument (addressed in Chapter 3) concerns the cosmos and its origin
and continuation, not the cosmos plus God. Nielsen’s objection to theism similarly seems
to have purchase only if by “universe” we mean “everything.” If, instead, the “universe”
refers to the contingent cosmos we observe, it seems that it is perfectly sensible to ask why
it exists and whether it has a sustaining, necessarily existing, conscious, nonphysical, pur-
posive cause. The latter would be “beyond the universe” as such a being would not be
identical to the contingent universe. It is worthy of note, too, that some naturalists have
been led to posit abstract objects (propositions, properties, sets) that exist necessarily and
are thus “beyond the contingent cosmos.”

Consider, again, Nielsen’s claim that “God exists” is akin to “procrastination drinks
melancholy.” Unless we charitably interpret the latter as a poetic report that, say, the ten-
dency to delay projects promotes melancholy (which seems to hold in my case, on occa-
sion), the latter report is profoundly different from the former. People and animals drink,
but not tendencies or states of character. I suggest that the second phrase is meaningless,
but the first expresses a proposition which may, in fact, be true and so ought to arouse our
interest in its truth. If we have some reason to think human consciousness may not be
physical and this opens up the question of whether there may be a nonphysical divine
agent, then asking about (human or divine) causes of events is vital. A strict behaviorist
who denies the possibility of any mental events may urge us to put to one side any search
for a mental cause for my writing this sentence. But once strict behaviorism is put to one
side, the search for causes can no longer be so contracted. (More on Phillips’s claim about
science and “the structure of the world” later in this chapter.)

Reply to Argument I1

I first note that many of the arguments in natural theology do not treat theism as a scientific
hypothesis. Dawkins seems to suppose that if God exists, God’s existence should be evident
in gravity, electromagnetism, nuclear forces, lumps of matter, rocks, asteroids, and black
holes. But while theism (rightly, I think) can serve as a justified explanation of some events
in the cosmos (I subscribe to a theistic argument from religious experience), the chief
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evidence of much theistic natural theology is the very existence and endurance of our
contingent cosmos as a whole. Those of us who accept a version of the cosmological argu-
ment hold that to fully explain the existence and endurance of this cosmos requires appeal
to the intentional agency of a necessarily existing, good being (see Chapter 10). Contrary
to Dawkins et al., theism is better seen as a philosophical explanation of the cosmos rather
than as a scientific account of events in the cosmos.

Let us now turn to Narveson’s argument. Narveson wants scientific details about how
divine agency works. He compares explanations that work (water boils because of mole-
cules in motion) with those that do not (God commanded that there be light and, lo, there
was light). But consider an example of human agency: You light a candle in order to see
your beloved. Most of us assume that such acts are truly explanatory. There may be highly
complex layers to such an intentional account, distinctions between basic and nonbasic
actions, and there would be a physiological story to tell about muscles and brains and so
on, but most would hold that the intention to see the beloved was part of the account
(Searle 1983, 1992, 1997, 2004). I suggest that if intentions are truly explanatory, then there
must be a sense in which they are not reducible to the physiologically detailed explanations.
“I wish to see my beloved” may need backing in terms of other intentions such as “T like
to see her golden hair,” but I suggest that if agency is genuinely causal, there must be a
sense in which it is basic in the sense that it is not fully accounted for in other terms (Danto
1965; Swinburne 1997). If every intentional explanation were acceptable only if it involved
a further intentional explanation (I intended to turn on the lights A by intending action
B, and I intended B by C ad infinitum), then I should never be able to undertake the first
intentional act. I shall further spell out a positive account of agency in response to Rundle’s
work, but I now wish to make the further observation against Narveson that the physical
sciences themselves are not inimical to basic explanations. In contemporary particle physics,
objects without mass are posited with primitive charges or spins, which are presumed to
be the basic foundations for explaining more complex events. Positing a basic power, ter-
restrial or divine, is not, ipso facto, explanatorily empty. On this point, Phillips’s observation
cited earlier about science seems curious. In the sciences, we may well claim that with
respect to any explanation, further questions can be asked of it, but this is not the same
thing as claiming that science does not or cannot posit basic powers and accounts that are
not themselves explained by further powers or scientific accounts. If the sciences can allow
that subatomic particles have basic powers, it is hard to see how we can rule out that
intentional agents have basic powers. (Phillips’s claim that science is “not concerned with
‘the structure of the world™” also seems curious. The atomic theory of matter seems unin-
telligible unless it is interpreted as offering a description and explanation of the structure
of the world.)

If Narveson’s dismissal of theism is unsuccessful, it is hard to see how Bagger’s a priori
ruling out of theism is more promising. This is especially true because Bagger’s form of
naturalism does not seem linked to a strict naturalism or some form of reductive physical-
ism. Bagger’s form of naturalism allows for almost anything but theism.

Despite the occasional references to natural law and science both here and in the final chapter
which might suggest otherwise, I intend my use of “natural” to entail (1) no commitments to
a physicalistic ontology; (2) no valorization of the specific methods, vocabularies, presupposi-
tions, or conclusions peculiar to natural science; (3) no view about the reducibility of the
mental to the physical; (4) no position on the ontological status of logic or mathematics; and
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(5) no denial of the possibility of moral knowledge. Beliefs, values, and logical truths, for
example, count as natural and folk psychological explanations, therefore, are natural explana-
tions. The concept of the natural, in the sense I use it, has virtually no content except as the
definitional correlative to the supernatural, taken here as a transcendent order of reality (and
causation) distinct from the mundane order presupposed alike by the natural scientist and the
rest of us in our quotidian affairs. (Bagger 1999, p. 15)

Imagine, however, that a physicalist ontology is found wanting and (as suggested earlier)
that we need to be open to nonphysical states, processes, and the like. Imagine that the
mental is irreducible to the physical and that we give no primary place to the natural sci-
ences, and that we further allow that intentional explanations involving purposes are all
permissible. Bagger seems to allow for all of this; but once such a wider framework is taken
seriously, it is hard to see how one can (in principle) know that theistic explanations are
never acceptable.

Reply to Argument 111

Let us first consider Hume’s disparaging observation about using human beings as a model
for God.' The ways in which Hume denigrates consciousness is interesting because it is
itself so laden with a narrow anthropomorphism. Why assume that if thought were the key
to some cosmic metaphysic such as theism, then thought or a divine intention would be
“minute”? Hume does not say that thought would have to be minute, but the passage
implies that it is the minuteness of thought (in human life) that should dissuade us from
thinking that it might be the key to a comprehensive account of nature. Thought (whether
human or divine) would not be small in physical size because nonphysical and divine
thought (if classical theism is true) would be neither “weak” nor “bounded.” Cosmic theistic
explanations would be in the form of appealing to the limitless knowledge and unsurpass-
able power of God. It may be that in constructing a theistic metaphysic, we employ the
concepts of intentionality and consciousness that are used to describe our contingent and
limited life, but in theism the concepts of intentionality and consciousness are then con-
ceived in terms of a noncontingent, limitless, powerful, intentional, conscious Creator. To
many naturalists, as we have seen, this is a matter of unwarranted projection, but, whether
it is a mere projection or discovery, a theistic metaphysic needs to be seen as introducing
a comprehensive, powerful, intentional account of the very existence and continuation
of nature.

I believe that the basic point that is obscured in the passage from Hume is the way in
which overall accounts of the cosmos should be contrasted. At the broadest level of descrip-
tion and explanation, theism and naturalism represent two of the more promising accounts
of the cosmos. The one treats intentional, purposive explanations resting in a supreme
agent as foundational, while the other accounts for the emergence of purpose and agency
(if any) in terms of nonpurposive, nonconscious causal powers. The theistic account is no
more to be disparaged if one of the reference points of teleological, conscious explanations
is in human life than if one of the reference points in naturalistic accounts is water’s boiling

1. Technically, the passage by Hume cited earlier occurs in his Dialogues Concerning Natural Religion as a claim
advanced by one of the characters and not as a direct claim by Hume himself. In this context, I am following the
practice of most philosophers in seeing the character, Philo, as a spokesperson for Hume’s position.
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(to use Narveson’s example). (More on the topic under the section “Nontheistic Natural
Theology” later in this chapter.)

Let us now consider Rundle’s critique of theistic natural theology. Rundle’s critique of
divine agency is linked with his critique of human agency. He not only finds it puzzling to
suppose that God’s intentions could causally account for the origin and continued existence
of light, he also doubts that human intentions play a causal role in human action. By taking
this line, I suspect that Rundle winds up with his own version of “dualism,” in which the
apparent role played by our emotions and intentions is cut off from causal relations in the
world. Because of the importance of Rundle’s noncausal account of human agency and its
bearing on the central attack on theism, I cite him at length.

Suppose you are pleased at having won a game of bridge, or disappointed at having lost. These
are not, surely, brute-factual relations, but there are conceptual connections: the responses make
sense in the light of what has led to them. That is indeed so, but is the relevant relation one of
causation? How do you know that it is your loss at bridge that disappoints you? There may be
feelings akin to those of disappointment at whose source you can only conjecture, but there is
no room for conjecture as to what you are disappointed at, so that you might say: I think it is
because I lost at bridge that I am disappointed, but it may be my failure to win the lottery that
is having this effect. The inappropriateness of mere conjecture is not because we are infallible
when it comes to identifying a cause in this connection, but because the very notions of cause
and effect, as these are understood in the natural sciences, are out of place here.

Consider this in terms of reasons for action. You say that you are opening the door in
order to let the cat out. If this is an explanation made in all sincerity, and with understanding
of the words used, then the reason cited is indeed your reason for acting. Its being your reason
just consists in its standing as an honestly made avowal, with no room for rival alternatives.
It is not as with causal propositions, where one’s honest say-so does not decide what caused
what, but where it is always in principle possible that one’s attribution of a cause will be
overturned by further investigation. To say, for instance, “I think I am opening the door to let
the cat out”, would be to relocate what would ordinarily be a matter of one’s reason for acting
in an altogether different domain. It would be to treat one’s avowal as a matter for conjecture
on one’s own part, much as if the act were involuntary, as with “I think I am sneezing because
of the dust.” Just the standing appropriate to a causal hypothesis, but a distortion of our con-
ception of a reason. The conclusion is not that causal relations are, after all, a species of logical
relation, but that we are concerned here with reasons rather than causes. (Rundle 2004,
pp- 48-9)

Is Rundle’s account plausible?

I do not think so and I suggest that, at the least, his position faces an enormous burden
of proof. First, consider again Rundle’s examples. Surely the whole idea that you are dis-
appointed over a loss at bridge is that the realization that you lost and your desire to win
is what (along with other factors) brings about (causally contributes to) your feeling dis-
appointed. Rundle uses a humorous alternative (viz. losing the lottery) to cajole us into
thinking there is no causation going on but adjust the example to something less remote
(e.g. maybe the real cause of disappointment is that you are about to lose a friendship),
and the example seems to resist Rundle’s noncausal analysis. Surely you may be fully justi-
fied in believing that your disappointment stems from your belief that a friendship is on
the rocks and not confusing this with your disappointment at failing to win 350 million
dollars with your lottery ticket, which had a one in a trillion chance of winning. Consider
also his case of letting the cat out. Plausible cases are readily described where a person’s
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motives may be unclear, and this lack of clarity is owing to our not knowing what was the
fundamental, intended cause of our action. Was the reason for opening the door to let the
cat out or to welcome a visitor or to get fresh air or to interrupt a job interview? Rundle’s
noncausal account of reasoned, motivated action strikes me as promoting an intolerable
dualism of sorts, whereby human action is cut off from the natural world. At least from a
common sense or prephilosophical perspective, a person is a causal agent, one who brings
about changes on the basis of reason. I am sympathetic with the claim that human agency
involves more than “cause and effect, as these are understood in the natural sciences,” if by
the latter Rundle means nonintentional, nonmental processes. But once you allow the
“natural sciences” to include things such as an agent’s wanting there to be light (and other
relevant desires and intentions), it is harder to see why these mental processes should not
have causal roles.

It does not follow that if Rundle’s noncausal account of human agency fails, then his
case against divine agency fails. But as one looks more closely at some of Rundle’s other
examples, his overall case against theism wavers. Take, for example, the following critique
of divine agency. He allows that some intentional control over remote objects may be imag-
inable or intelligible, but theism nonetheless faces an “intractable difficulty” with conceiv-
ing of the scope and precision of divine causation. Rundle shapes his objection against a
proposal that psychokinesis could provide a model for thinking of divine agency.

Those who believe in the reality of psychokinesis consider it possible to effect changes in the
world merely through an act of will — Locke’s account of voluntary action, we may note,
amounts to regarding it as an exercise of psychokinesis directed at one’s own limbs. It is not
absurd to suppose that issuing a spoken command should have an effect on things in one’s
environment, nor even that formulating the command to oneself should likewise have external
repercussions. Neural activity associated with such an act could conceivably harness larger
forces which impacted upon things beyond the brain. Whether the command is delivered out
loud or said to oneself, what is difficult to account for is the specificity of the effect. If a soldier
is given the command “Attention!” or “Stand at ease!”, his understanding of the words puts
him in a position to comply. Even when the words are uttered in foro interno, we can imagine
that some sort of signal should reach an inanimate object, but a seemingly intractable difficulty
remains on the side of the object, which is not possessed of the understanding which would
result in its moving to the left when told to move to the left, or rotating when told to rotate.
Psychokinesis is not a promising model for making sense of God’s action on a mindless
cosmos, and God’s supposed role as lawgiver. (Rundle 2004, p. 157)

This is puzzling. The cited passage suggests that theistic accounts of God’s creative power
rest on creation’s understanding and then obeying divine commands. Clearly, this is a
Pickwickean treatment of divine agency, although perhaps Rundle’s observation bears on
accounts of divine revelation when it is not clear what (or whether) God wills. All that to
one side, once Rundle allows that an agent can have causal effects on remote objects
(Rundle speaks of “some sort of signal”), why would it be incoherent to imagine that such
causal efficacy is irresistible (necessarily, if God wills that there is light, there is light) and
unsurpassed in specificity? Why suppose that God might only be able to set subatomic
particles in motion but not be able to specify whether this be (in reference to some frame
of reference) to the right or the left?

Let us now consider Rundle’s charge that a nonphysical agent cannot hear prayers and
so on. Rundle’s work is reminiscent of the Wittgensteinian tactic (also employed by J. L.
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Austin and G. Ryle) of professing bafflement over an opponent’s position; Rundle main-
tains that he has “no idea” of theistic claims. “I can get no grip on the idea of an agent
doing something where the doing, the bringing about, is not an episode in time...
(Rundle 2004, p. 77). One may well agree that he, Rundle, does, indeed, not understand
the metaphysical claims he writes about, and yet challenge Rundle’s charge that others also
fail in this respect. Certainly, the line (presumably taken from Wittgenstein) that to talk of
God’s seeing requires (grammatically) that God have (literal) eyes seems open to question.
I am tempted to ask the question, “Whose grammar?” Anselm of Canterbury and Ralph
Cudworth (to pick two remote and otherwise quite different figures) held that God’s cogni-
tion of the world and all its aspects did not require bodily organs. Perhaps they are mis-
taken, but it is hard to believe that they were merely making a mistake in Latin or English
grammar. This is especially true if one adopts Rundle’s view of meaning, according to which
we fix the meaning of “God” and presumably words such as “to see” and “eyes.” Rundle
writes: “As with any other word, the meaning of ‘God’ is the meaning that our usage has
conferred upon it, so what is true of God of necessity — that is, by dint of being required
for the applicability of the term — is in principle something of which we know” (Rundle
2004, p. 101). In the seventeenth-century work The True Intellectual System, did Cudworth
not use the terms “God” and “seeing” and “eyes” coherently in claiming God sees and knows
without using eyes? Maybe “our usage” makes the claim problematic and we now know
that it is impossible for there to be a nonphysical, cognitive agent. But what scientific
account of (or conceptual investigation of) our eyes, brain, and so on led us to believe that
a different form of agency and knowledge is metaphysically impossible? (It would be hard
to argue that Cudworth was misusing the term “theism” since it appears that he coined the
word in English.)

It is interesting that Rundle does not explicitly repudiate divine agency based on a form
of contemporary physicalism. He writes:

The idea that an ultimate source of being and becoming is to be found in the purely mental
and non-physical is at odds with the conception of mind espoused by most contemporary
philosophers. It is commonly held that mental states are to be characterized in terms of their
causal role, but since such states are thought to be states of the brain, there is no lessening of
a dependence on the physical. This is not a position I wish to invoke. It is doubtless true that
we could not believe, desire, or intend without a brain, but any attempt to construe belief and
the rest as states of that organ involves a serious mismatch between the psychological concepts
and physical reality. Beliefs can be obsessive, unwavering, irrational, or unfounded, but nothing
inside anyone’s head answers to such descriptions. (Rundle 2004, pp. 76-7)

But given Rundle’s (I believe correct) misgivings about the identity between mental and
brain states, why be so sure that it is impossible for there to be nonphysical agency and
cognition? All the theist needs here is the bare coherence of dualism, not its plausibility.
And many materialists in philosophy of mind at least grant that dualism is intelligible
though mistaken (Peter van Inwagon, Lynne Baker).

Reply to Argument IV

In reply to the argument from uniqueness, it has been argued that contemporary astro-
physics and cosmology would not be carried out if Hume’s objection were taken seriously.
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Big Bang cosmology seems undeterred by the fact that our universe is the only one we
experience; moreover, there seems to be little worry about the scientific use of analogies
or the appeal to resemblance when it comes to referring to the cosmos as a whole. Richard
Swinburne counters the uniqueness objection as follows:

From time to time various writers have told us that we cannot reach any conclusions about
the origin or development of the universe, since it is (whether by logic or just in fact) a unique
object, the only one of its kind, and rational inquiry can only reach the conclusions about
objects which belong to kinds, e.g. it can reach a conclusion about what will happen to this
bit of iron, because there are other bits of iron, the behaviour of which can be studied. This
objection of course has the surprising, and to most of these writers unwelcome, consequence,
that physical cosmology cannot reach justified conclusions about such matters as the size, age,
rate of expansion, and density of the universe as a whole (because it is a unique object); and
also that physical anthropology cannot reach conclusions about the origin and development
of the human race (because, as far as our knowledge goes, it is the only one of its kind). The
implausibility of these consequences leads us to doubt the original objection, which is indeed
totally misguided. (Swinburne 2004, p. 134)

I suggest that the most promising way to compare accounts of the cosmos is to appeal to
such general criteria as explanatory scope, simplicity, compatibility with known science,
support form other domains of inquiry including ethics or value theory, philosophy of
mind, and so on. An analogy with assessing nonhuman animal mental life may prove
helpful.

According to many philosophers, it is reasonable to believe that some nonhuman
animals are conscious agents, and yet it is a commonplace observation that none of us will
or can directly confirm the existence of nonhuman animal consciousness on the basis of
the observation of nonhuman consciousness, anatomy, and behavior. No account of the
animal brains and physiology, behavior, and language (or signals) has been accepted
as definitive proof. Despite striking similarities to our own organic causes of suffering,
and profound analogies with our own behavior when we are in pain, it is still possible to
be a skeptic like Bob Bermond, who argues that animal emotions and behavior all occur
without any conscious feeling (see Bermond 1997). Bermond reasons that in the case
of humans, conscious feeling is correlated with certain brain states (a fully formed
prefrontal cortex and right neocortex) not found among nonhuman animals. Because of
this missing correlation and given the possibility that animals lack consciousness, we
should not posit animal consciousness. In my view, this is a rationally defensible position,
but in the wake of such profound analogies between human and nonhuman anatomy and
behavior, it is more reasonable to believe that what appear to be symptoms of conscious
suffering in great apes, chimps, dolphins, and many other animal species are the result
of actual suffering. Bermond, for his part, has no positive reason for believing that
conscious feeling occurs if — and only if — there is such and such brain developments.
With support absent for such a strong claim, I think the reasonable stance is to accept
that there is some nonhuman animal consciousness (Rollin 1990). To settle this debate
(if it can be settled) would require a lengthy book of its own. Rather than establish my
preferred position, my more modest point is that the debate over animal consciousness
can and should take place, even though the debate would be undermined by Hume’s objec-
tion about uniqueness. We are not in a position in which we can compare nonhuman
animals, some of whom we know to be conscious and others not. Bernard does not
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recognize an uncontroversial case of nonhuman consciousness to get such a comparative
study under way. But debate need not end. Which account does the best job in terms of
explanatory power and what we know independently in terms of evolutionary history, and
so on? A similar concern for scope and explanatory power befits the theism—naturalism
debate.

Reply to Argument V

Consider the following three points in reply to Kant’s objection to theistic natural theology.

First, what Kant thinks to be too modest an outcome in natural theology would be
intolerable to many naturalists. Imagine that contemporary naturalists such as Narveson,
Bagger, or Rundle become convinced that philosophical arguments “establish a highest
architect of the world.” This would not sit well with their central claims about the explana-
tory hegemony of naturalism.

A second point worth observing is that natural theology is one domain among others
in which the justification of religious belief is assessed. There are extant treatments of
religious belief that do not require natural theology in order for religious belief to be war-
ranted (Plantinga 2000). Perhaps some religious believers would be uninterested in natural
theology unless it can deliver a full commitment to a religious tradition, but this seems a
matter for apologetics, not philosophy. In pursuing a philosophy of God, I suggest philoso-
phers of all stripes should pursue natural theology and follow the arguments wherever they
lead. More general accounts of justification and value might subsequently come into play
about whether natural theology is sufficient in determining one’s conviction about reli-
gious matters.

Third, while I began this chapter by noting the distinction between natural and revealed
theology, that distinction has become less sharp. While a philosophical project that presup-
posed the authority of biblical or Qur’anic scripture would still not count as natural theol-
ogy, philosophical arguments about the evidential value of religious experience now are
treated in the domain of natural theology. This allows for greater material for theists and
naturalists to argue for evidence that might or might not fill out a religious concept of the
divine (Wainwright 1981; Davis 1989; Alston 1991; Yandell 1993; Gellman 1997, 2001). The
current work on religious experience does not pass over into revealed theology so long as
scriptural texts are not treated as presuppositions of inquiry.

Nontheistic Natural Theology

I conclude this chapter with a section on the virtues of inquiry, as I hope to encourage
what I suggest is a golden rule in philosophy of religion. But before addressing the role of
humility in philosophical inquiry, it is vital to note that the philosophical investigation into
the divine without appeal to an authoritative scripture has historically included nontheistic
accounts of a divine reality. I cited Spinoza earlier, who advanced a monistic view of God
(or, as he put it, God or nature), according to which God is not an intentional, purposive
agent. In the twentieth and early twenty-first centuries, there are developed accounts of the
divine employing the process philosophy inspired by Alfred North Whitehead (1861-1947)
and Charles Hartshorne (1897-2000). Feminist philosophers have developed views of God
that have distinctive pantheistic forms (Rosemary Ruether). I believe this to be a sign of
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the healthiness of natural theology today, an indication of a growing interest in natural
theology, whatever its specific religious implications.

The development of nontheistic natural theology is also an emerging new chapter in
the dialogue about the relationship of science and religion. Rather than supporting a
warfare model of science versus religion, works such as the Macmillan Encyclopedia of
Science and Religion under the editorship of J. W. V. Van Huyssteen (2003) is a sign of the
rich interplay on theistic and nontheistic natural theology.

As the field widens, I believe that more philosophers are appreciating the role of cumula-
tive arguments, the combining of independent reasons for embracing a conclusion. Thus,
a case for pantheism might be supported by an appeal to religious experience as well as a
principle of simplicity. A leading philosopher of religion, Graham Oppy, has recently
sounded a warning about cumulative arguments. Consider Oppy’s somewhat complex
analysis in his fine book Arguing About Gods:

If we have two valid arguments, each of which entails the conclusion that a particular mono-
theistic god exists, then we can form a disjunctive argument that also entails the same conclu-
sion. More generally, if we have a large collection of valid arguments, each of which entails
the conclusion that a particular monotheistic god exists, then we can form a multiply disjunc-
tive argument that also entails that same conclusion. However, it should not be supposed that
a “cumulative” argument that is formed in this way is guaranteed to be a better argument than
the individual arguments with which we began (even if we are properly entitled to the claim
that the arguments with which we are working are all valid). For, on the one hand, if all of the
arguments are effective on grounds other than those of validity — for example, because they
have false premises, or because they are question-begging — then the cumulative argument will
also be defective. But, on the other hand, if even one of the arguments with which we began
is not defective on any other grounds, then it is a cogent argument for its conclusion, and the
cumulative argument is plainly worse (since longer and more convoluted). So, at the very
least, we have good reason to be suspicious of talk about a cumulative case for the claim that
a given monotheistic god does — or does not — exist that is based upon a collection of (alleg-
edly) valid arguments for the claim that the god in question does — or does not — exist. (Oppy
2006, pp. 5, 6)

It is certainly right that simply having a greater number of arguments for one position
(theism) rather than another (pantheism) is not, ipso facto, an advantage. The larger
number of arguments may raise a larger number of good objections. But what Oppy’s
analysis may lead us to miss is that independent lines of reasoning can increase the bona
fide cogency of their mutual conclusion. So if religious experience gives one some reason
to embrace pantheism and an argument from simplicity gives one reason to embrace pan-
theism, then pantheism is better supported than if one only had one such argument. This
is not a matter of a mere disjunction but a case of one argument supporting the other. To
offer one other example, the moral theistic argument and ontological arguments are con-
ceptually distinguishable (one may embrace one without embracing the other), but if both
have some evidential force, then the evidence for the conclusion has grown greater than if
only one had evidential force.

Consider a concrete case in which pantheistic and theistic arguments might together
offer a cumulative case against naturalism. Without spelling out the details, John Leslie has
developed a sustained argument for pantheism on the grounds that the cosmos is best
explained in terms of values. Leslie is in the Platonic tradition, according to which the
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cosmos exists because it is good that it exists (in the Republic, Book VI, Plato proposes that
the Good is what gives existence to things). And Leslie goes on to argue that the world itself
is identifiable with “divine thought-patterns” (Leslie 2007, p. 3). Imagine that Leslie’s argu-
ment has some, but not decisive, weight. Now, imagine that a moral theistic argument has
some, but not decisive, weight. What follows? It may be that we are at a point where the
evidential basis for theism and pantheism is on a par, but we would also be in a position
(ceterus paribus) where there is more reason to question the sufficiency of secular natural-
ism. Both the nontheistic and theistic arguments would function as providing independent
reasons for seeking a nonnaturalist account of the cosmos.

While my suggestion in the section that follows about the conduct of philosophy takes
its focus to be the biggest debate in modern natural theology (theism versus naturalism),
its broader point bears on the growing rich variety of viewpoints that are being developed
by philosophers in natural theology today.

Virtues and Vices of Inquiry

In recent epistemology of religious beliefs, there has been great attention to the virtues
of inquiry. Is there some overriding virtue that theists and naturalists can recognize as
truly virtuous that will incline us to one or the other side? Anthony Kenny has recently
developed an interesting case for humility, which he believes should incline us to agnosti-
cism. This, in fact, is Kenny’s current position: he thinks both atheism and theism are
unwarranted:

For my part I find the arguments for God’s existence unconvincing and the historical evidence
uncertain on which the creedal statements are based. The appropriate response to the uncer-
tainty of argument and evidence is not atheism — that is at least as rash as the theism to which
it is opposed — but agnosticism: that is the admission that one does not know whether there
is a God who has revealed himself to the world. (Kenny 2004, p. 109)

He then develops the following argument, based on his view of humility as a virtue.

If we look at [the debate over theism versus atheism] from the viewpoint of humility it seems
that the agnostic is in the safer position. . . . The theist is claiming to possess a good which the
agnostic does not claim to possess: he is claiming to be in possession of knowledge; the agnostic
lays claim only to ignorance. The believer will say he does not claim knowledge, only
true belief; but at least he claims to have laid hold, in whatever way, of information that the
agnostic does not possess. It may be said that any claim to possess gifts which others do not
have is in the same situation, and yet we have admitted that such a claim may be made
with truth and without prejudice to humility. But in the case of a gift such as intelligence or
athletic skill, those surpassed will agree that they are surpassed; whereas in this case, the theist
can only rely on the support of other theists, and the agnostic does not think that the informa-
tion which the theist claims is genuine information at all. Since Socrates philosophers have
realized that a claim not to know is easier to support than a claim to know. (Kenny 2004,
p. 109)

Does his argument succeed? I do not think so, but it opens up what I believe is a promising
avenue for inquiry to note at the end of this first chapter.
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Kenney structures his argument on the grounds that the theist claims to have a good
(which he describes as a gift or information) that others lack, whereas the agnostic does
not. Yet agnostics historically claim to have a good that theists and atheists lack: the good
of intellectual integrity. If you like, they claim to have the information that we should
withhold our consent both to theism and atheism. And, if it were successful, Kenny’s
argument would explicitly secure the idea that agnostics have a good that theists and athe-
ists lack, namely, humility. There is a further problem about claiming that theists are only
supported by theists. First, it is not just possible but commonplace for atheists to admire
theists and theists to admire atheists. In this sense, there is mutual support and a massive
amount of collaboration between the different parties. If by “support” Kenney means
“belief,” then (arguably) only agnostics support agnostics because if you support agnostics
in the sense of believing they are right, you are yourself an agnostic.

I think humility in the context of the theism versus naturalism debate should be under-
stood more along the lines of what may be described as the philosophical golden rule of
treating other people’s philosophies in the way you would like yours to be treated. I suggest
that humility involves stepping back from one’s own position and trying to evaluate and
sympathetically consider the range of beliefs and evidence that can be arrayed in support
for another position. If one employed such a rule in the debate between naturalism and
theism, then I suggest that theistic philosophers should truly seek to see naturalism in its
best, most comprehensive light, weighing the different ways in which consciousness and
values and the very nature of the cosmos should be described and explained. Conversely,
a naturalist philosopher needs to see theism in comprehensive terms. For example, rather
than dismissing from the start the possibility that religious experience could provide evi-
dence of a divine reality, one should consider such ostensible evidence in light of a com-
prehensive theistic account of the contingency of the cosmos, its apparent order, the
emergence of cosmos and values. Claims to experience God look profoundly unreliable
unless one takes seriously the whole pattern of such experiences across cultures and assesses
their credibility in light of a comprehensive case for theism or some other religious
philosophy.

The importance of what I am referring to as the philosophical golden rule may be
seen as even more poignant when one appreciates that the field of natural theology
involves not just theism and naturalism but a growing literature in nontheistic natural
theology.
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The Leibnizian Cosmological
Argument

ALEXANDER R. PRUSS

1. Introduction

A cosmological argument takes some cosmic feature of the universe — such as the existence
of contingent things or the fact of motion — that calls out for an explanation and argues
that this feature is to be explained in terms of the activity of a First Cause, which First
Cause is God. A typical cosmological argument faces four different problems. If these
problems are solved, the argument is successful.

The first problem is that although some features, such as the existence of contingent
things, call for an explanation, it can be disputed whether an explanation exists. I shall call
this the Glendower Problem in honor of the following exchange from Shakespeare’s Henry
1V, Part 1, Act I1I:

Glendower: I can call spirits from the vasty deep.
Hotspur: Why, so can [, or so can any man;
But will they come when you do call for them?
(Shakespeare 2000, p. 59)

A typical solution to the Glendower Problem involves a causal or explanatory principle,
such as the claim that all things have causes or that all contingent facts possibly have expla-
nations, together with an argument that the principle applies to the cosmic feature in
question and implies the existence of an explanation for it.

The second issue that must be faced in defending a cosmological argument is the Regress
Problem — the problem of how to deal with an infinite regress of causes or explanations.
Hume stated that if we had an infinite regress of explanations, E, explained by E,, E;, E,,
and so on, then everything in the regress would be explained, even if there were no ultimate
explanation positing some First Cause.

The third difficulty is the Taxicab Problem, coming from Schopenhauer’s quip that
in the cosmological argument, the Principle of Sufficient Reason (PSR) is like a taxicab
that once used is sent away. The difficulty here is in answering what happens when the
explanatory principle that was used to solve the Glendower Problem gets applied to
the First Cause. A popular formulation is: “If God is the cause of the universe, what is the
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cause of God?” Typical solutions argue that the case of the First Cause is different in some
way that is not merely ad hoc from the cases to which the explanatory principle was
applied.

The final difficulty for cosmological arguments is the Gap Problem.' Granted there is a
First Cause, but does anything of religious interest follow? There is a gap between the state-
ments that there is a First Cause and that there is a God. Aquinas, in his Five Ways, proves
the existence of an unmoved mover and then says: “et hoc omnes intelligent Deum” (“and
all understand this to be God”). Some critics have taken this to be his way of papering over
the difficulty of moving from a First Cause to God; however, that reading is mistaken in
light of the fact that succeeding sections of the Summa Theologiae give careful and elaborate
arguments that the First Cause is wholly actual, unchanging, simple, one, immaterial,
perfect, good, and intelligent. Rather, Aquinas is simply marking the fact that the theist will
recognize the unmoved mover to be God. Aquinas knows that an argument that the First
Cause has, at least, some of the attributes of the God of Western monotheism is needed
and offers such an argument.

The solutions to the Glendower and Regress problems tend to go hand in hand and,
probably, the best way to classify cosmological arguments is by how they address these
problems. There are then three basic kinds of cosmological arguments: kalam, Thomistic,
and Leibnizian. The kalam and Thomistic arguments posit an intuitively plausible Causal
Principle (CP) that says that every item of some sort — for example, event, contingent being,
instance of coming-into-existence, or movement — has a cause. The arguments then split
depending on how they handle the Regress Problem. The kalam argument proceeds by
arguing, on a priori or a posteriori grounds, that the past is finite and hence, in fact, no
infinite regress occurred. The Thomistic argument, exemplified by Aquinas’ first three ways,
does not rule out the possibility of an infinite past but uses a variety of methods to argue
against the hypothesis that there is an infinite regress of causes with no First Cause. The
most distinctive of these methods is an attempt to show that there is an intrinsic distinction
between intermediate and nonintermediate causes, where an intermediate cause of E is an
item C that is itself caused by something else to cause E, and that this distinction is such
that intermediate causes are, of necessity, dependent for their causal activity on noninter-
mediate causes, which then end the regress.

Leibnizian arguments, on the other hand, invoke a very general explanatory principle,
such as the PSR, which is then applied to the cosmos or to some vast cosmic state of affairs,
or else a nonlocal CP that can be applied to an infinite chain or the universe as a whole.
In the PSR-based versions, the Regress Problem is typically handled by showing that an
infinite chain of causes with no First Cause fails to explain why the whole chain is there.
The main challenge for Leibnizian arguments here is to argue for an explanatory principle
or CP that is (a) plausible, (b) applicable to the cosmic state of affairs in question, and
(c) not so strong as to lead to implausible conclusions such as the denial of contingency
or of free will. In this chapter, I shall defend several Leibnizian arguments.

The basic Leibnizian argument has the following steps:

(1) Every contingent fact has an explanation.
(2) There is a contingent fact that includes all other contingent facts.

(3) Therefore, there is an explanation of this fact.

1. I got the term from Richard Gale.
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(4) This explanation must involve a necessary being.
(5) This necessary being is God.

We shall see, however, that the first step, the assumption of the PSR, can be modified in various
ways, with the resulting argument maintaining the distinctive feature of Leibnizian argu-
ments that the relevant explanatory principle or CP is to be applied to a global state or
proposition.

2. The PSR

2.1. The scope of the PSR

For simplicity, I shall stipulatively use the term “fact” for a true proposition. The PSR states
that every fact, or every contingent fact, has an explanation, and this is the standard tool
in Leibnizian arguments for handling the Glendower and Regress problems.

Some authors restrict the PSR to contingent facts. The advantage of a restriction to
contingent facts is that we do not know very much about how the explanation of necessary
truths works and, hence, may not be in a position to justify the PSR for necessary truths.
To explain the Pythagorean Theorem, presumably, I should prove it from the axioms. But
which proof counts as explanatory? Which axioms are the right ones to start from? Is there
a fact of the matter here?

On the other hand, maybe the case of necessary facts is not a real worry, for it might be
that any necessary truth p can be explained by citing its necessity: p holds because p neces-
sarily holds. This leads into a regress since that p necessarily holds will also be a necessary
truth by Axiom S4 of modal logic; but perhaps this regress is somehow to be distinguished
from vicious ones.

Alternatively, the defender of an unrestricted PSR can say that while we do not yet know
how the explanation of necessary truths works, we do know some cases of it. For instance,
it might be that the proposition that 1 = 1 is self-explanatory, namely explained by the very
same proposition 1 =1, while the proposition that, necessarily, 1 =1 is explained by the
proposition that 1 = 1 together with the fact that mathematical truths are necessary truths.
The necessary truth that all dogs are mammals, assuming this is indeed metaphysically nec-
essary, is explained by the genetic similarity between dogs and the first mammals, together
with some necessary truths about how biological classification works. The necessary truth
that making false promises is wrong might be explained by the fact that falsely promising
treats the promisee as a mere means. In other words, while we have no general account of
the explanation of necessary truths, we do have many examples. And, anyway, the require-
ment that we have a general account of explanation would also be a problem for a PSR
restricted to contingent propositions, since it is not clear that we yet have a general account
of explanation of contingent propositions, although we have many clear examples.

2.2. Why should we believe the PSR?
2.2.1. Self-evidence

Many of those who accept the PSR do so unreflectively because they take the PSR to be
self-evident. I do not think that there is any good argument against the propriety of doing
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so. We are perfectly within our epistemic rights to accept the Law of Excluded Middle
(LEM), namely the claim that for all p we have p or not-p, because of the self-evidence of
LEM, without needing any further argument for it. However, it will be of no use to oppo-
nents of the PSR or of the LEM to be told that the claim they deny is self-evident to us.
Presumably, the claim is not self-evident to them, and we can all agree that there are many
things that people have claimed to be self-evident that, in fact, are false, so the fact that the
claim is said by us to be self-evident does not provide these opponents with much reason
to accept it. There may be a presumption that what people take to be self-evident is, in fact,
more likely true than not, but this presumption is often easily defeated.

One might think that philosophical disagreement about the PSR shows that the PSR is
not self-evident, or at least that those of us who take it as self-evident should not see this
as providing any reason to believe it to be true. Otherwise, how could competent philo-
sophers such as David Hume or Graham Oppy fail to see it as self-evident? Or, worse,
how is it that some of these philosophers take as self-evident claims incompatible with
the PSR?

If we think we should accept the LEM because of its self-evidence despite some brilliant
intuitionist mathematicians’ denials of it, we will be unimpressed by this argument.
And it is not clear on what grounds we could accept the LEM other than self-evidence. Is
there some inductive argument like: “For many propositions p, we have concluded that
the LEM holds. Hence, the LEM holds for all propositions p”? I doubt it. The problem
is that an inductive argument of the form “Many Fs are Gs, thus all Fs are Gs” is epistemi-
cally close to worthless by itself. Many dogs are spotted, thus all dogs are spotted? We
would do slightly better if we could show that most Fs are Gs, although even that would
be very weak (“Most humans are female, thus all humans are female”). But how would
we check that the LEM holds for most propositions? To check that the LEM holds for
a proposition is, presumably, to determine that this proposition is true or to determine
that this proposition is false, since in either case, the truth of the LEM follows for the
proposition. But most propositions are such that we cannot determine whether they are
true or false.

In any case, the argument from philosophical disagreement is weak. It might be that
our judgment as to what is or is not self-evident is fallible, and Hume and Oppy have
simply judged wrongly. Or it might be that it is possible to be talked out of seeing some-
thing as self-evident, just as it is possible to be (rightly or wrongly) talked out of all sorts
of commonsensical beliefs. Finally, it could be that the PSR’s opponents have failed to grasp
one or more of the concepts in it due to their substantive philosophical positions. Thus,
Hume’s equating constant conjunction with causation suggests that he does not have the
same concept of causation as I do — that he is talking of something different — and the fact
that he thinks causation thus understood yields explanations, as well as his belief that infinite
regresses can be explanatory, show that his concept of explanation is different from mine.
Differences in views of modality are also relevant. As a result, it is far from clear to me that
Hume has even grasped the PSR in the sense that I assign to it. And if not, then his failure
to see it as self-evident is irrelevant.

I can give a similar story about Hume’s seeing as self-evident propositions that are
incompatible with the PSR, such as that no being’s existence is necessary.” Hume’s concept
of the necessity of p is that a contradiction can be proved from the denial of p. If LEM is

2. This is incompatible with the PSR, given the other ingredients in the cosmological argument.
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true, this is equivalent to equating necessity with provability. But defenders of the Leibniz-
ian cosmological argument typically use a notion of broadly logical necessity when they
claim that God is a necessary being, and broadly logical necessity is weaker than
provability.

At this point, it may seem as if the defense of the self-evidence of the PSR destroys all
possibility of philosophical communication. If philosophers all mean different things by
the same terms, how can they even disagree with one another? Two points can be made
here. The first is that in many cases, when philosophers use a word such as “cause,”
they both mean by it what ordinary language does and they have an account of what
the word says which they think is faithful to the ordinary meaning. And if this is true,
then when one philosopher says “A causes B” and the other says “A does not cause B,
there is a genuine disagreement between them even if their analyses of causation are
different, since the first philosopher holds that A causes B in the ordinary English sense
of “causes” (which he rightly or wrongly thinks is identical with his analysis of the term)
and the second denies this. Second, disagreement is possible because even though
philosophers may use the term “causes” differently, they will tend to agree on some entail-
ments, such as that if A causes B, then both A and B occurred and B’s occurrence can be
explained, at least in part, in terms of A’s occurrence. So differences in meaning do not
undercut philosophical communication, but they seriously damage the argument against
self-evidence.

Self-evidence might well give those of us to whom the PSR is self-evident a good reason
to believe it. But if we want to convince others, we need arguments.

2.2.2. The epistemological argument

This argument is based on the ideas of Robert Koons (1997), although I am simplifying it.
Starting with the observation that once we admit that some contingent states of affairs
have no explanations, a completely new skeptical scenario becomes possible: no demon is
deceiving you, but your perceptual states are occurring for no reason at all, with no prior
causes.

Moreover, objective probabilities are tied to laws of nature or objective tendencies, and
so if an objective probability attaches to some contingent fact, then that situation can be
given an explanation in terms of laws of nature or objective tendencies. Hence, if the PSR
is false of some contingent fact, no objective probability attaches to the fact.

Thus, we cannot even say that violations of the PSR are improbable if the PSR is false.
Consequently, someone who does not affirm the PSR cannot say that Koons’ skeptical
scenario is objectively improbable. It may be taken to follow from this that if the PSR were
false or maybe even not known a priori, we would not know any empirical truths. But we
do know empirical truths. Hence, the PSR is true, and maybe even known a priori.

2.2.3. Evolution

One of my graduate students suggested in discussion that if one rejects the PSR, our
knowledge of evolution may be undercut. We can use this insight to generate an ad
hominem argument for the PSR. Most atheists and agnostics (and many theists as well, but
it is to atheists and agnostics that the argument is addressed) believe that there is a complete
naturalistic evolutionary explanation of the development of the human species from a
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single-celled organism. I claim that they are not justified in believing this if they do not
accept the PSR.

For consider what could be the argument for thinking that there is such an explanation.
We might first try an inductive argument. Some features of some organisms can be given
naturalistic evolutionary explanations. Therefore, all features of all organisms can be given
naturalistic evolutionary explanations. But this argument is as bad as inductive arguments
can come. The error in the argument is that we are reasoning from a biased sample, namely
those features for which we already have found an explanation. Such features are only a
small portion of the features of organisms in nature — as is always the case in science, what
we do not know far exceeds what we know.

Once we admit the selection bias, the argument becomes this: “all the features of organ-
isms for which we know the explanation can be explained through naturalistic evolutionary
means, and so all the features of organisms can be explained through naturalistic evolu-
tionary means.” There are at least two things wrong with this argument. The first is that it
might just be that naturalistic explanations are easier to find than nonnaturalistic ones;
hence, it is no surprise that we first found those explanations that are naturalistic. But even
if one could get around this objection, it would not obviate the need for the PSR. For the
argument, at most, gives us reason to accept the claim that those features that have explana-
tions have naturalistic evolutionary explanations. The inductive data is that all the explana-
tions of biological features that we have found are naturalistic and evolutionary. The only
conclusion that can be drawn without the PSR is that all the explanations of biological
features that there are are naturalistic and evolutionary, not that all biological features have
naturalistic evolutionary explanations.

A different approach would be to suppose that natural occurrences have naturalistic
explanations, and evolution is the only naturalistic form of explanation of biological
features that we know of; therefore, it is likely that the development of the human
race has a naturalistic evolutionary explanation. But what plausibility is there in the claim
that natural occurrences have naturalistic explanations if one does not accept the PSR
for contingent propositions? After all, if it is possible for contingent propositions to
simply fail to have an explanation, what reason do we have for confidence that, at least,
those contingent propositions that report natural occurrences have explanations? If
“natural occurrence” is taken as entailing the existence of a naturalistic explanation,
the argument for an evolutionary explanation of the development of the human race
begs the question in its assumption that the development was a natural occurrence.
But if “natural occurrence” is taken more weakly as a physical event or process, whether
or not it has a natural explanation, then the naturalness of the occurrence does not
give us reason to think that the occurrence has an explanation, much less a naturalistic
one, absent the PSR. If we had the PSR in play, we could at least try to use a principle,
perhaps defeasible, that the cause is ontologically like the effect, so that if the effect
is natural, the cause is likely such as well. (It is interesting that this principle itself
could be useful to theists with respect to the Gap Problem — see the perfection axiom in
Section 5.4.)

Consider a final way to justify the evolutionary claim. We have good inductive reason
to think that everything physical obeys the laws of physics. But everything that is governed
by the laws of physics has a naturalistic explanation. Hence, the development of the human
race has a naturalistic explanation, and an evolutionary one is the best candidate we
have.
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The claim that everything that obeys the laws of physics has a naturalistic explanation,
however, has not been justified. The claim was more plausible back when we thought that
everything could be explained in a Newtonian manner, but even then the claim could be
falsified. Consider John Norton’s (2003) ball-on-dome example. We have a rigid dome, on
the exact top of which there sits a perfectly round ball, and the dome is in a constant
downward gravitational field of acceleration g. The dome is rotationally symmetric, and
its height as a function of the distance r from its central axis is & = (2/3¢)r”". It turns out
to be consistent with Newtonian physics that the ball should either remain still at the top
of the dome or start to roll down in any direction whatsoever, in the absence of any external
forces. One might wonder how this squares with Newton’s second law — how there could
be an acceleration without an external force. It turns out, however, that because of the
shape of the dome, in the first instant of the ball’s movement, its acceleration would be
zero, and after that it would have an acceleration given by the gravitational force. The
physics would fail to explain the ball’s standing still at the top of the dome or the ball’s
moving in one direction or another; it would fail to explain this either deterministically or
stochastically. Thus, even Newtonian physics is not sufficient to yield the claim that every-
thing that obeys the laws of physics can be explained in terms of the laws of physics.

And I doubt we do any better with non-Newtonian physics. After all, we do not actually
right now know what the correct physics is going to be, and in particular we do not know
whether the correct physics will make true the claim that everything that obeys the laws of
physics can be explained in terms of the laws of physics. Besides, surely it would be an
implausible claim that justification for the claim that the human race developed through
evolutionary means depends on speculation about what the final physics will be like.

I do not have an argument that there is no other way of arguing for the evolutionary
claim absent the PSR. But, intuitively, if one were not confident of something very much
like the PSR, it would be hard to be justifiably confident that no biological features of the
human species arose for no reason at all — say, that an ape walked into a swamp, and out
walked a human, with no explanation of why.

2.2.4. Inference to best explanation

Suppose we have a phenomenon and several plausible explanations. We then reasonably
assume that the best of these explanations is probably the right one, at least if it is signifi-
cantly better than the runner-up. How we measure the goodness of an explanation is, of
course, controverted: prior probability, simplicity, explanatory power, and so on are all
candidates. Or, if we have ruled out all explanations but one, we take the remaining one
to be true (White 1979) — this is what the maxim that “when you have eliminated the
impossible, whatever remains, however improbable, must be the truth” comes down to in
Sherlock Holmes’s actual practice (Doyle 1890, p. 93; italics in the original).

But suppose we admit, contrary to the PSR, the possibility that the phenomenon has
no explanation at all. What reason do we have to suppose that the best or the only explana-
tion is likely to be true? To argue for that explanation, we compared it with its competitors.
But the hypothesis that the phenomenon has no explanation at all was not one of these
competitors. Indeed, we do not know how to compare this hypothesis with its competitors.
The hypothesis that there is no explanation is, in one sense, simpler than any explanatory
explanation. On the other hand, it altogether lacks explanatory power. Still, it is unfair to
rule it out just because it lacks explanatory power unless one believes in the PSR.
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Perhaps the no-explanation hypothesis can be ruled out, not because it is impossible,
as the defender of the PSR will say, but because it is simply less probable than its competi-
tors. But does it make any sense to assign a probability to the hypothesis that a brick comes
to exist ex nihilo in midair in front of us for no reason at all, assuming this is possible? We
certainly cannot assign a probability grounded in the laws of nature to a brick’s coming
into existence ex nihilo, in the way in which we can to the electron’s moving upwards in
the Stern—Gerlach experiment, since the brick’s entry into existence would arguably not be
governed by the laws if it happens “for no reason at all.”

But maybe we can argue that such an arising ex nihilo is impossible, since it is contrary
to the laws. However, the laws of nature only specify what happens in the absence of external
influence. They do not, thus, exclude the possibility of a brick coming into existence by the
power of a nonphysical being, say, God. But if the PSR does not hold, intuitively any laws
that do not preclude the possibility of a brick coming into existence by the power of a
nonphysical being should not exclude the possibility of the brick coming into existence ex
nihilo. The possibility of a nonphysical being’s producing such a brick shows that there is
no innate contradiction between the brick’s coming into existence and there being such-
and-such laws of nature. And it would be odd indeed if the laws of nature entailed that any
bricks that come into existence should have causes of some sort or other, whether natural
or not. Furthermore, if my argument is taken seriously, then we may not have good reason
to believe in the laws of nature in the first place (without the PSR, that is) — for the phe-
nomena that we tried to explain in terms of them might just be lacking in explanation.

Suppose, however, that we grant that the laws of nature exist and entail that physical
events have causes, natural or not, but continue to balk at the full PSR because we are not
sure whether nonphysical facts have to have explanations. Then, at least on probabilistic
grounds, we cannot exclude the following explanatory hypothesis, available for any phe-
nomenon F: there came into existence, ex nihilo and for no reason at all, a nonphysical
being whose only basic nonformal property was the disposition to cause F as soon as the
being is in existence, a property that the being has essentially, and this being came into
existence for precisely the amount of time needed for the activation of this disposition.
Why did Jones fall asleep? Because a nonphysical being came into existence for no reason
at all, a being characterized by an essential dispositio dormitiva and by nothing else. No
nomic probabilities can be assigned to the hypothesis of such a nonphysical being’s coming
into existence. (It might be that there is some argument available that only God can create
ex nihilo, and so such a being cannot create a brick ex nihilo. Fine, but at least it should be
able to create it out of air.)

One might try to assign nonnomic probabilities to the no-explanation hypothesis and
the hypothesis of ex nihilo creation by a nonnatural being. But then, the no-explanation
hypothesis would be on par with each explanatory explanation. And there would be an
infinitude of explanatory hypotheses in terms of nonnatural beings that came into existence
ex nihilo, for we could suppose that, in addition to the disposition to cause F, they do have
some other essential property (say, being happy or being beautiful), and they differ in respect
of it. Why would we take a “normal” scientific explanation over one of these, then?

It is tempting here to say: “Well, we don’t know anything either way about the likelihoods
of these weird hypotheses that contradict the PSR. So we should just dismiss them all.” As
practical advice for doing our best in finding predictions, this may be fine. But if we are to
hope for scientific knowledge, that surely will not do. A complete inability to estimate the
likelihood of an alternate hypothesis is surely a serious problem.
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It is easy not to take these odd hypotheses seriously. And that may well be because we
do, in fact, have a deep commitment to the PSR and maybe even to a defeasible principle
that causes have a resemblance to their effects. If I am right, the PSR is essential to the
practice of science, even outside of evolutionary biology.

2.2.5. Why aren’t there widespread violations of the PSR all around?

If the PSR were false, we would expect a profusion of events that would not appear to
fit into any kind of nomic causal order. After all, for each way that things could go in
accordance with the laws of nature, there is an uncountable infinity of ways — of arbitrary
cardinality — that things could, for no reason at all, go contrary to the laws of nature.
For instance, if we deny the PSR, then for no reason at all, a cloud of photons, X, in
number, could suddenly appear ex nihilo just near the moon, heading for San Francisco.
(Because the cardinality is so high, some of the photons would have to share the same
quantum state; but photons are bosons, so they should be able to do that.) And the number
of ways such things could happen seems to have no limit if the PSR fails. Or perhaps, X,
nonnatural beings could come into existence, each of which could then produce one
photon.

Our empirical observations suggest that the probability of such events is very low. On
the other hand, if we get our probabilities a priori from some sort of principle of indiffer-
ence, supposing all arrangements to be equally likely, the messy PSR-violating arrange-
ments would seem much more probable. How to explain the fact that bricks and photon
clouds do not show up in the air for no discernible reason? I suggest that the best explana-
tion is that the PSR holds, and that whatever beings there may be (e.g. God) who are capable
of causing bricks and photon clouds to show up in the air for no discernible reason are, in
fact, disposed not to do so. We need both parts for the explanation: without the PSR, the
possibility of this happening for no reason at all would be impossible to rule out, and
without the claim that existing beings are unlikely to cause it, the PSR would be insufficient
(this suggests that if the cosmological argument can establish the existence of a First Cause,
there is reason to think that the First Cause has a predilection for order, a fact relevant to
the Gap Problem).

It may seem that I am caught in a vicious circularity here. I have produced a phenome-
non — the lack of weird, apparently causeless, events — and have suggested that its explana-
tion needs to involve the PSR. But am I not invoking the PSR in supposing that there is an
explanation here? No. I am only invoking inference to best, or only, explanation, an amplia-
tive principle that we should all accept. Nor am I applying this principle to some strange
fact such as the conjunction of all contingent states of affairs. I am applying the principle
to the homely fact that bricks and photon clouds do not show up in the air ex nihilo. And
the best explanation of this fact is that they, simply, cannot do that, absent some cause, and
that there does not, in fact, exist a cause likely to produce such effects.

One might think that some physical law, say, a conservation law, would do the explana-
tory work here, a principle other than the PSR. But the logical possibility of miracles shows
that it should be possible for a supernatural being to cause photon clouds to show up ex
nihilo, and if the PSR is false, such supernatural beings could be coming into existence all
the time, causing the weird effects. Our best explanation for why this is not happening is
that there is nothing in existence that would be likely to cause such supernatural beings to
come into existence, and by the PSR they cannot come into existence uncaused.
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2.2.6. An argument from the nature of modality
2.2.6.1. Alethic modality

Alethic modality is a deeply puzzling phenomenon. Whence comes the difference between
a golden mountain and a square circle? Why is it necessary that 2 + 2 =4, but merely
contingent that horses exist? I could become a biologist, but I could never be a number or
a point in space. What makes that so?

The question here is as to the ground of truth of these kinds of facts. I am not asking
the explanatory question of why these facts obtain. That is easy to find in at least some
cases. A square circle is contradictory, for instance, and had evolution gone somewhat dif-
ferently, the niche occupied by horses would have been occupied by medium-sized and fast
reptiles. But what features of reality make these alethic modal facts hold?

Five main kinds of nonrevisionist theories have been offered here: narrowly logical,
Lewisian, Platonic, Aristotelian-essentialist, and Aristotelian-causal. The first three will be
seen to be unsatisfactory, and only the Aristotelian theories will remain. Of these, the
Aristotelian-essentialist account will have some serious problems with it and, moreover,
seems to require theism, so the agnostic or atheist cannot embrace it as an alternative to
the Aristotelian-causal one. The remaining theory, the Aristotelian-causal one, turns out
to entail a PSR sufficiently strong to run a cosmological argument, given some plausible
auxiliary assumptions. Hence, we should accept the PSR, unless we have a better account
of alethic modality.

I shall now argue for the unsatisfactoriness of the first four theories. I have no argument
that there is no better story possible than the Aristotelian-causal one. But until a good
competitor is found, we should accept this account, and hence the PSR.

2.2.6.2. Narrowly logical account of modality

In a number of other early modern thinkers, we have the following “narrowly logical”
account of modality, probably best developed in Leibniz. A proposition p is necessary if
and only if a contradiction can be proved from its negation. Assuming classical logic, as
these thinkers did, it follows that necessity is equivalent to provability. And a proposition is
possible if and only if no contradiction can be proved from it.

There are counterexamples to this account.

First, we learn from Godel that for any axiomatization within our reach (any set of
axioms we can generate recursively), there will be truths of arithmetic that we cannot prove
from the axiomatization. On the narrowly logical account, thus, there are contingent truths
of arithmetic. This seems absurd. (For one, what kind of truthmakers would they have?)

Second, necessarily, all horses are mammals. But this is an empirical discovery. We
cannot prove it by narrowly logical means. A posteriori necessities such as this provide a
large family of counterexamples.

Third, it is impossible for anything to cause itself. (If, like Descartes, you disagree, choose
another example — maybe, the claim that it is necessarily possible for something to cause
itself.) But how would we go about proving this? We might start with some partial analysis
of causation. Perhaps a cause has to temporally precede the effect (a dubious thesis in my
opinion, but what I say will apply to any story we could fill in here). And nothing can
temporally precede itself. But how could we prove that a cause has to temporally precede
the effect, and how do we prove that nothing can temporally precede itself?
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In two ways, I suppose. First, we might derive these claims from some definitions, say of
causation or temporal priority. But, leaving aside the somewhat implausible suggestion that
“causation” and “temporal priority” can both be defined, how do we prove that this defini-
tion is in fact the right way to define the terms? To show that a definition is correct is
beyond the powers of logic narrowly conceived, unless the definitions are stipulative, in
which case the proof is trivial. But a stipulative route is unsatisfactory for two reasons. First,
the claim that nothing can cause itself is not just a claim involving a stipulative concept of
“cause.” Second, even if I have a stipulative definition, I need the principle that if D is stipu-
latively defined as E (where E is some linguistic expression), then necessarily anything that
satisfies D satisfies E. But what grounds the latter necessity? If I say that I can prove it from
the definition of “stipulated,” then I go around in a circle — for either the definition of
“stipulative” is nonstipulative, in which case it seems we need to go beyond logic narrowly
conceived to prove the definition of “stipulative” correct, or else we have a stipulative defi-
nition of “stipulative,” and to prove that anything that satisfies D must satisfy E whenever
E is the stipulative definition of D, I need to know that, necessarily, whatever is stipulative
has the properties in terms of which the word has been defined.

So the stipulative route to proving that nothing can cause itself will not work. The only
other route is that among our axioms there are substantive axioms about the nature of
causation or that there are substantive rules of inference in our logic. Without such axioms
or rules of inference, we get nowhere when dealing with a nonstipulative concept. But now
note that any axiom gets to be necessary for free on the narrowly logical account. So what
would it be that would make it be the case that among our axioms is the claim that, say,
causes temporally precede their effects, or whatever other truth it would be from which we
were going to prove that nothing can cause itself, while the equally true claim that there
are horses is not among the axioms? The intuitive answer is that the claim about causation
is more plausibly a necessary truth, while the claim about horses is plainly contingent; but
that would be viciously circular. Similarly, if there are substantive rules of inference in our
logic, say, ones that allow us to infer from x causes y and y causes z that x is not identical
with z, the question of what makes these but not other substantive rules of inference (say,
the rule that one can derive there are horses from every statement) appropriate is equally
problematic as the question of what gets to count as an axiom.

And so the narrowly logical account is of little help — a part of what makes a proposition
an axiom seems to be that it is necessary, and a part of what makes a proposition be a rule
of inference is that it embodies a necessary implication. Moreover, the necessity here is the
same sort of necessity we were trying to explicate, so there is really very little gain. Alethic
modality remains ungrounded.

Our last example has shown the general problem with narrowly logical accounts of
modality: the grounding burden simply shifts to the question of the choice of the axioms
and/or rules of inference and that question we cannot answer with the resources of the
view in question.

An early modern answer one might try is this: we take as axioms all and only the claims
that are clear and distinct. An anachronistic objection is that this does not solve the Gode-
lian problem. A counterexample-based answer is that the claim that I exist seems to be as
clear and distinct as anything can be, and yet is contingent. Moreover, plausibly, there are
necessary truths that are far beyond our ken and cannot be derived from clear and distinct
truths within our ken. (If we assume the existence of God, this is very plausible: there surely
are many such facts about him.) Besides, we no longer have much of a handle on the notion
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of clear and distinct claims, and to use them to ground necessity would be to confuse facts
about our doxastic faculties with metaphysics.

The narrowly logical view is distinctly unsatisfactory. Let us thus continue our brief
survey.

2.2.6.3. Lewisian account of modality

The Lewisian account, also known as Extreme Modal Realism (EMR), says that a proposi-
tion is possible if and only if it holds in some possible world, and necessary if and only if
it holds in all possible worlds. This is only going to be of help if we have an independent
account of possible worlds, and indeed EMR supplies one. A possible world is a maximal
spatiotemporally interconnected aggregate of things. (We can also stipulate that abstract
entities count as existing in every world.) We live in one of these worlds, the actual world,
and there are infinitely many others. Every way that things could have been is a way that
things are in some world. We then make a distinction between existence and actuality.
Something exists provided it exists in some world or other. Something is actual provided
it exists in the actual world.

EMR has a number of problematic consequences. For instance, if EMR holds, conse-
quentialistic moral reasoning breaks down completely because no matter what I do, the
overall consequences in reality are the same, since reality always already contains all possible
worlds. Lewis thinks that we can restrict our concern to those who exist in our world and
only count what happens to them as relevant. But this neglects the importance of overall
consequences. Even deontologists need consequentialistic moral reasoning. If I am to give
money to one of two charities, and everything is otherwise morally on par, I should choose
the one giving to which will produce better consequences.

Lewis, however, thinks that what matters ethically is not just the consequences but that
I have produced them (Lewis 1986, p. 127). I cannot affect what happens in other worlds,
but I can be the cause of goods in our world. Of course, this makes no difference in the
space of all possible worlds — in infinitely many of them, people very much like me are
causes of goods and in infinitely many of them, people very much like me are not causes
of goods, and the distribution of worlds is not affected by my action. But my relationship
to the goods is affected.

However, this unacceptably reduces the moral weight of consequences. Suppose that
either you or I can operate on a patient. The operation is perfectly safe, but I am better
than you at this particular operation, and so the patient will recover somewhat faster after
the surgery if I do it. I thus have good reason, when we are deciding which of us will
perform the operation, to volunteer to do it. And if I do perform the operation, then I
additionally gain the agent-centered good of my being the cause of the patient’s improve-
ment. However, the latter consideration is surely of very little moral weight. After all, the
same kind of consideration would also give you reason to do the surgery, but this consid-
eration should be trumped by the good of the patient. Even if my skill at this operation is
only slightly better than yours, so that the patient will likely recover slightly better, all other
things being equal this fact should trump your reason to be the cause of the patient’s
improvement. Thus, the agent-centered reason of wanting to be the cause of good is, in a
case like this, of very low weight — the consequences are the main consideration.

This is not so in every case. When there is a close relationship between me and someone
else, then it may matter very much that I be the one to benefit that person. However, when
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there is no particularly morally important relationship — and merely being spatiotempo-
rally connected is very low on the scale of moral importance — it should not matter or at
least matter much.

On Lewis’s view, however, my reason to help strangers is only the agent-centered reason
to be the cause of goods because the consequences are always the same. But since the agent-
centered reason to be the cause of goods has extremely low weight, it follows that EMR
radically lowers the weight of reasons to help strangers. If we accept a more traditional
assessment of the weight of these reasons, we shall have to reject EMR.

Instead of cataloging further problems entailed by EMR, I shall give what I take to be
one of the deepest criticisms, which I believe is due to van Inwagen. The criticism is simply
that the existence of infinitely many maximally spatiotemporally interconnected aggregates
has nothing to do with modality. If we found out that reality contains infinitely many
maximally spatiotemporally interconnected aggregates, we would simply have learned that
the actual world is richer than we thought — that it contains all of these island universes —
rather than learning something about the space of possibilities.

Here is a variant on the objection. Suppose that there exist infinitely many maximally
spatiotemporally interconnected aggregates, and some of them contain golden mountains
but none contains unicorns.’ It would follow that golden mountains are possible, simply
because what is actual is also possible, but surely it would not follow from this fact that
unicorns are impossible. And if there were only one spatiotemporally interconnected aggre-
gate, namely ours, it would not follow that modal fatalism is true — that every actual truth
is necessary. Yet on Lewis’s view, if no unicorns were found in any island universe, it would
follow that unicorns are impossible, and if there were only one island universe, it would
follow that every actual truth is necessary since things could not be otherwise than they
are then.

Now Lewis, of course, thought there was more than one universe, and indeed that there
was a universe that contained unicorns. He believed this because he accepted a recombina-
tion principle that said that one can cut up the ingredients of one world and rearrange
them in any geometrically available way, and the resulting rearrangement would be exem-
plified in some world or other. However, while he accepted the recombination principle,
the recombination principle is not, on his view, a part of what makes alethic modal claims
true. What makes alethic modal claims true on his view are just the facts about universes,
and we have seen that that is not correct.

We should thus reject EMR and keep on searching for a good account of modality.

2.2.6.4. Platonic account of modality

The most promising contemporary realist alternative to Lewis’s account of possible worlds
are the abstract worlds accounts promoted by Robert M. Adams (1974) and Alvin Plantinga
(1974). On their accounts, worlds turn out to be abstract Platonic entities, exactly one of
which is instantiated by the universe, where “the universe” is defined to be the aggregate
of all existing or occurring concrete entities, and this is the world that is absolutely actual.
I will focus primarily on the Adams permutation of this account.

3. To avoid Kripkean worries as to what precise species a unicorn would belong to, we can stipulatively define a
unicorn as any horselike mammal with one horn.
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We thus start off by introducing propositions as theoretical abstract entities that are the
bearers of truth-values and are needed to explain what it is that sentences express, what
the objects of beliefs and propositional attitudes are, and what paraphrases preserve, some-
what as electrons are needed to explain various physical phenomena. Some propositions,
namely the true ones, are related to things and events in the universe, with the relation
being one of the propositions being made true by or representing these things and events
in the universe. If things in the universe were otherwise than they are, then different propo-
sitions would stand in these relations to things in the universe — if there were unicorns,
then the proposition that there are unicorns would stand in the relation of being made true
by to some things, namely, the unicorns in the universe.*

Note that the theoretical reason for believing in these Platonic propositions is largely
independent of issues of modality. Adams then constructs a possible world as a maximal
consistent collection of propositions. (An argument is needed that such collections exist,
but let that pass.) Exactly one world is then absolutely actual: it is the one all of whose
propositions are true. A proposition can be said to be true at a world, providing it is one
of the propositions that are members of the collection of propositions that the world is
identical with. Note that because the worlds are Platonic entities, I had to distinguish
between the concrete universe, which we physically inhabit, and the actual world, which is
the collection of all true propositions.

One might object to the Platonic approaches on the grounds that they all involve queer
entities. Not only are we required to believe in Platonic beings, but, as Lewis notes, we are
to believe that there is a magical relation of representation holding between Platonic beings
such as propositions and the concrete entities that make them true, with it being contingent
which propositions enter into those relations since it is contingent which propositions are
true. What is it, then, that picks out one relation in the Platonic heaven rather than another
as the relation of representation?

The proponents of these Platonic worlds can argue, however, that they have no need
to answer this question. The relation of representation is one of the primitive terms in
their theory, and it is not a primitive chosen ad hoc to explain possible worlds but a primi-
tive needed for other explanatory purposes, such as for making sense of our practices
of claiming, believing, and paraphrasing. Nonetheless, if we had some way of pointing
out this relation within the Platonic universe of all relations, we would be happier
as theorists.

These Platonic theories are expressly nonreductive as accounts of possibility, unlike
Lewis’s theory. For Adams, a possible world is a maximal consistent collection of proposi-
tions, which is just the same as saying it is a maximal compossible collection of propositions.
On this theory, there is a primitive abstract property of possibility or consistency that
applies to individual propositions and to collections of them. One could also take necessity
to be the primitive concept, but this would not change anything substantially.

That the Platonic accounts are nonreductive is only a problem if a reductive account of
possibility is available. However, the most plausible account claiming to be reductive is
Lewis’s, which is too paradoxical to accept. But while a complete reduction is probably impos-
sible, it could be desirable to give at least a partial reduction, on which the whole realm of

4. Lewis (1986) worries that the relation between the propositions and the things they are about is magical, but
as van Inwagen (1986) notes, it is no more magical (although no less) than the relation between sets and their
members, a relation that Lewis accepts.
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alethic possibility would be seen to have its root in some more comprehensible subclass. An
example of an otherwise implausible theory that would provide such a reduction would be
an account on which a proposition is possible if and only if Alvin Plantinga could conceive
its being true: all of modality would then be reduced to Alvin Plantinga’s considerable powers
of imagination. Claims about Plantinga’s powers are still modal claims, but of a more com-
prehensible sort than claims about the possibilities of unicorns and zombies. However, these
Platonic accounts do not succeed in performing this more limited reduction either.

Adams’s theory is an actualist one. His possible worlds are built up out of things that
are actual. These abstracta actually exist — indeed, necessarily so — and an actualist theory
is one that grounds possibility in actually existent realities. On the other hand, Lewis’s other
worlds are not actual entities by Lewis’s indexical criterion, as they are not the world in
which my tokening of the word “actual” in this sentence occurred. If we think of possible
worlds as possibilities for our universe, then there is a sense in which Adams and Plantinga
have grounded possibilities in actuality, thereby answering to the Aristotelian maxim that
actuality is prior to possibility.

However, in a deeper way, the Platonic approach is not faithful to what the Aristotelian
maxim affirms. When Aristotelians say that a possibility is grounded in an actuality, they
mean that actuality includes some powers, capacities, or dispositions capable of producing
that possibility, which of course once produced would no longer be a mere possibility. This
is clearest in the paradigm case where the actuality is temporally prior to the possibility.
Aristotle’s favorite illustration is how the actuality of one man makes possible the existence
of a future man through the first man’s capability for begetting a descendant. If we find
attractive the idea that possibilities should be grounded in actuality in the stronger
Aristotelian sense, then the Platonic approach will be unsatisfactory because Platonic enti-
ties, in virtue of their abstractness, are usually taken to be categorially barred from entering
into causal relations, and hence cannot make possibilities possible by being capable of
producing them. And if they make possibilities possible by being capable of producing
them, then what we have is a variant on the Aristotelian-causal account.

Moreover, an Aristotelian can argue that in fact there are capabilities and dispositions
sufficient to ground the truth of at least some possibility claims. That I could have been a
biologist is very plausibly made true by my capacities and dispositions and those of various
persons and things in my environment. These capacities and dispositions are concrete
real-worldly things, albeit ones having modal force. Hence, in fact, we do not need a
Platonic realm to make at least some possibility claims true. Indeed, the facts about the
Platonic realm — about propositions” having or not having some primitive property — are
interlopers here. Just as the statement that I could have been a biologist was not made true
by what my Lewisian counterparts in other worlds do, so too it is not made true by abstract
properties of Platonic abstracta. The common intuition behind both cases is that it is
something in me and my concrete environment that makes the statement true.

This, however, creates a major problem for the Platonic approach. On the Platonic
approach, what makes it possible that I have been a biologist is that the abstract proposi-
tion (an entity in the Platonic heaven) that I have been a biologist has the abstract property
of possibility. But we have just seen that there are concrete capacities and dispositions in
the universe that are by themselves sufficient to make it possible that I have been a biolo-
gist. We thus have two different ways of characterizing possibility: one is via the concrete
this-worldly Aristotelian properties of concreta, which really do exist — the Platonist should
not deny this — and the other is via the abstract Platonic primitive properties of abstracta.
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Moreover, anything that is possible on Aristotelian grounds will be physically possible, and
hence also logically possible, and thus possible on Platonist grounds (though prima facie
perhaps not conversely). But now we can ask: Why is this so? Why is there this apparent
coincidence that anything made possible by this-worldly powers and capacities and disposi-
tions happens to correspond to a proposition in the Platonic realm that has a certain
abstract property? The Platonist is unable to explain this coincidence between powers in
our universe and abstract facts about the Platonic realm, given the lack of causal interaction
between the two realms.

2.2.6.5. Aristotelian-essentialist account of modality

Aristotle’s own account of modality seems to have been based on the idea that a sentence
is necessarily true if and only if it holds always. Then, a sentence is possibly true if it holds
at some time. I shall not consider this account further. It is not clear that in characterizing
“necessarily” in this way, one is really talking of the same thing as we are when we say that
necessarily there are no square circles. We certainly mean more by saying that there can be
no square circle than that just that there have never been, nor are, nor ever will be any
square circles. Granted, if we adopt some kind of principle of variety, on which given infi-
nite time every possibility is realized, we might get out of this Aristotelian story an account
that is extensionally acceptable. However, that account would still face many of the same
problems Lewis’s account faces — indeed, it would be just like Lewis’s account, but with
time-slices replacing universes. In particular, the objection that we are not talking about
modality at all would be to the point. If it should turn out that the past, present, and future
of our world contain no golden mountains, that would say nothing about whether golden
mountains are possible.

But while Aristotle’s own account of modality was flawed, two somewhat different
accounts have been derived from ingredients of Aristotelian ontology. One of these grounds
modality in the essences of things and takes necessity to be the primitive notion. The other
account grounds modality in causal powers and takes possibility to be more primitive. I
shall begin by discussing the account based on essences (cf. O’Connor 2008).

Things that exist have essences. These essences, on this account, constrain what proper-
ties these things can have. Thus, a horse cannot be immaterial, and a dog cannot become
a cat. A proposition is impossible provided that it affirms something contrary to the
essences of things.

There are several objections to this rough sketch of a view. First, maybe it is plausible
that the essence of a horse encodes that a horse must occupy space. But what makes it
necessary that horses must occupy space or be green? Do we really want to suppose that
for every property P, the essence of a horse contains in itself the specification that a horse
occupies space or has P? An affirmative answer appears implausible. Why should the
essence of a horse include the specification that horses occupy space or are cats?

This objection is not just an incredulous stare. Horses could surely exist without any
cats in existence. But the essence of a horse, on this view, in some way presupposes catness.
It follows that it makes sense to talk of catness — the essence of cats — apart from cats, since
horses could exist apart from cats, and hence the essence of a horse could exist apart from
cats. The Aristotelian, however, cannot tolerate this, unless the Aristotelian is a theistic
Aristotelian who accepts that all essences have some kind of an existence in the mind of
God. Thus, unless one accepts theism, the theory seems to be unsatisfactory.
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But maybe I was too fast. Perhaps it is not that the essence of a horse contains all the
necessary truths about horses, but that all the necessary truths about horses can be derived
from the essence of a horse as combined with all other essences there are. That every horse
occupies space or is a cat can be derived from the essence of a horse and the essence of
a cat.

But “derived” surely means “logically derived.” And so it turns out that the Aristotelian-
essentialist needs elements of the narrowly logical view. Once again, the same question
comes up: what grounds the choice of axioms or rules of inference? However, the Aristo-
telian is better off here than the proponent of just the narrowly logical view because the
truths contained in the essences of things provide a rich set of nonarbitrary axioms.

Aristotelian-essentialists might then be able just to specify, say, some plausible version
of logic (e.g. some second-order quantified modal logic), and claim that our thought and
language presupposes the truth of this logic. They could then say one of two things about
the status of this logic. First, they could say that the basic rules of this logic are grounded
in some or all essences. For instance, maybe every essence encodes the rules of logic, or
maybe one could make the theistic move of saying that the essence of God encodes these
rules. In this way, the rules of logic would be on par with other truths within the essences
of things, such as the truth that horses occupy space that is encoded within the essence of
a horse. This construal of the rules of logic would be to make the rules of inference effec-
tively into facts or propositions written into essences, such as:

(6) For all p and g, if it is the case that if p then g, and if it is the case that p, then it is
the case that q.

But the rules of logic cannot be construed in this way without losing what is essential to
them, namely their applicability. If modus ponens is just the fact (6) or maybe the necessary
truth of (6), then how do you apply modus ponens? You have p, you have if p then g, and
then you know that the antecedent of the big conditional in (6) is satisfied. But how do
you know that the consequent of the big conditional in (6) holds, namely that it is the case
that g2 You know it by modus ponens. But modus ponens is just the truth (6), so you need
to go back once more to (6) to apply it to the case where you have (6) and the antecedent
of (6). In other words, you need modus ponens to apply modus ponens if modus ponens is
just a truth like (6), and a vicious regress ensues. Applicability requires that the truths of
logic be more than just statements.’

A Dbetter solution for advocates of the Aristotelian-essentialist account of modality
would be to say that logic narrowly construed is something deeper than the necessities they
are grounded in essences. One could, for instance, take the Tractarian line that narrowly
logical impossibilities cannot even be thought.

But we have not exhausted all the objections to the Aristotelian-essentialist view. Con-
sider truths that hold of all things no matter what essence they might have. No entity has
a shape that is both a square and a circle (at the same time and in the same respect), and
no entity is the cause of itself. What makes these be necessary truths? Granted, it may be
encoded in the essence of every actually existing thing that nothing having that essence is
a square circle, or is causa sui, or exists in a world where some (actually true) Godelian

5. This argument goes back, at least, to Sextus Empiricus (1993, sec. I.11, para. 114).
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unprovable arithmetical claim fails to hold, but a seemingly stronger claim is true: there
could not be anything, whether with one of these essences or with some other essence,
that is a square circle or that is causa sui or that exists in a world where some particular
(actually true) Godelian unprovable arithmetical claim fails to hold. Maybe the square
circle case can be handled through a narrowly logical move as described earlier, but it may
not be plausible that this can be done with the causa sui case, although perhaps there is
some Tractarian line that one can take that self-causation cannot even be thought. But in
any case, the Tractarian line does not seem to help much with the Godelian worry.

Moreover, consider the question of what essences can possibly exist (in mind or reality).
The story we have so far is that something is possible provided its existing is not contradic-
tory to the truths encoded in those essences that exist. This, however, seems to let in so
many essences that a certain amount of skepticism is engendered. For instance, it seems
that there will be a possible world w that is just like this one, with this exception. The
essence of human beings does not exist at w, but instead there are entities that physically
behave just like human beings, except that instead of being a single natural kind, they are
divided up into two natural kinds defined by different essences: there are those who have
an even number of hairs on their bodies and there are those who have an odd number of
hairs on their bodies. As soon as one of these beings gains or loses a hair, it perishes, and
a new being comes to exist, physically and psychologically just like it, apart from that hair.
Otherwise, everything is as it is in our world. After all the existence of such being and such
essences does not seem to contradict the truths encoded in any of the essences that exist,
such as the essence of the live oak or the photon. But once we allow that w is possible, do
we have good reason to suppose that it is not our world, that in our world there are no
different essences for people with even numbers of hairs and for people with odd numbers
of hairs?

The problem, thus, is with what constrains what essences there could be. One answer,
inspired by the static character of Aristotle’s universe, would be that all the essences
that can exist in fact do exist, or at least existed, exist, or will exist. However, a crucial
difficulty remains as to what “can” could mean here. What constrains which essences
can exist?

Some of these problems can be solved by going a theistic route. Perhaps there is a God
whose essence encodes necessary truths not just about himself but about others, such as
that there can be no square circles, and that certain weird essences cannot exist.

In fact, I think one can argue that only a necessarily exemplified essence can solve the
difficulties here; for, on the present account, it seems very likely that an essence cannot in
any way constrain what happens in any worlds in which that essence is not exemplified.
An essence E can exclude some worlds containing an exemplification of it from including
something incompatible with E, but it does not have anything to say about what things are
like in worlds where there is no exemplification of E.

Suppose now that none of the essences that are exemplified in our world is necessarily
exemplified. We should then be able to describe a world full of really, really weird things —
beings with essences that make their kinds be defined by the number of hairs, self-caused
beings, and the like — as long as we do not transgress narrowly logical norms and as long
as we take care to include none of the beings of our world. And such a world will be pos-
sible since the essences that exist in our world will be irrelevant to what goes on in that
world as our world’s essences will be unexemplified there. Likewise, a completely empty
world would be possible then — a world with no essences exemplified. In that world, it will
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be true that everything that is narrowly logically possible is metaphysically possible, since
there will be no constraining essences at all. In particular, in that world it will be possible
that Godelian claims of arithmetic that are true at our world are false. And, of course, it
would then be the case that S5 is false, but the Aristotelian-essentialist may not mind that
consequence.

If we think that the space of all possible worlds is not such a slum as to include all such
worlds, we have to think that at least one of the beings that exist in our world is such that
its essence is necessarily exemplified, and that the essences of the necessary beings place
constraints on what sorts of essences there can be, what sorts of arithmetical truths there
can be, and so on.

There are now two difficulties. First, what does it mean that the essence of some being
is necessarily exemplified? If an essence E cannot constrain what happens in worlds where
it does not exist, it is unclear how E could prevent the actuality of worlds that do not
contain an exemplification of E. Second, just how does an essence place such global con-
straints on worlds and on what essences are exemplified in them?

The first difficulty forces us, I think, to modify the account. Let N be one of the neces-
sarily exemplified essences. Even if some necessities are grounded in essences, the necessity
of Ns being exemplified cannot be grounded in an essence, at least not in the sense in which
essences exclude their being exemplified together with something incompatible, since by
doing so, the essences do not exclude their not being exemplified. So there is some other
kind of necessity that the exemplification of N has. This is, in general, not going to be nar-
rowly logical necessity, since unprovable arithmetical truths will follow from the exempli-
fication of all the necessarily exemplified essences.

The account now becomes rather less attractive. It posits three kinds of modality as
together yielding metaphysical alethic modality: the necessity of the exemplification of
certain essences, the necessities encoded in essences, and narrowly logical necessity. More-
over, our best story as to what a necessarily exemplified essence that constrains reality
outside of itself is like is that it is the essence of God, so this is not an escape an atheist is
likely to want to take. And we have no story yet about what necessary exemplification is
grounded in.

There is a way of making something similar to this story work. If we posit that all con-
tingently exemplified essences must originate from something, then we might get the idea
of an essence that does not itself originate from anywhere, an essence that is necessarily
exemplified, so that the contingently exemplified essences get their reality from at least one
necessarily exemplified essence or from the exemplifier of such an essence (in the case of
God, if divine simplicity holds, the two options will come to the same thing). It will also
be plausible that just as the essences originate from something, so do their exemplifications;
on an Aristotelian view, essences are not completely independent of their exemplifications.
All of this focuses the attention, however, on causation, and leads us to the last account of
modality — the causal one.

Another thing that leads us away from the Aristotelian-essentialist account of modality
is the intuition that I used against the Platonic view. One can give a simple account of why
I could be a biologist in terms of my abilities and the powers of various entities in my
environment. On the Platonic side, I wondered why there is this coincidence between what
happens in the Platonic realm and earthly powers and capacities. Now one can wonder
why there is a coincidence between powers and essences. Why is it that I cannot do anything
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that contradicts the essence of any entity in existence? Perhaps this question is somewhat
less pressing than on the Platonic side. After all, maybe my powers are grounded in my
essence. But it is still not clear why something could not have the power to act contrary to
its essence.’

2.2.6.6. Aristotelian-causal account of modality

The critiques of the Platonic and Aristotelian-essentialist accounts point the way toward
an account where causation is central. Here is a sketch of an account that does this. Say
that a nonactual state of affairs S is merely possible provided that something — an event or
substance or collection of events or substances, say — exists (in the tenseless sense: existed,
exists presently, exists eternally, or will exist) with a causal power of bringing about S, or
with a causal power of bringing about something with a causal power of bringing about
S, or with a causal power of bringing about something with a causal power of bringing
about something with a causal power of bringing about S, or more generally provided that
something exists capable of originating a chain of exercises of causal power capable of
leading to S. We then say that a state of affairs is possible if it is either actual or merely
possible, and that it is necessary when its nonoccurrence is impossible. A proposition, then,
is possible provided it describes a possible state of affairs, and necessary if it describes a
necessary state of affairs.

This account has the advantage of reducing metaphysical possibility to causal possibility.
One might think this is not much of a gain — we are still stuck with some primitive
modality. Yes, but the primitive modality we are left with is a modality that we have a better
handle on and a better epistemological story about. We ourselves exercise causal powers
all day long and run up against the causal powers of other entities. Our scientific observa-
tion of the world gives us information as to what is and what is not within the powers
of things. For instance, we know that unicorns’ are possible because we know that it
would be within the powers of natural selection and variation processes to have produced
unicorns.

Moreover, we are probably going to need causal powers, or something like them, in our
metaphysics even if we have an independent story about metaphysical alethic modality. It
does, after all, seem to be a feature of the world that entities can produce effects. So by
reducing metaphysical to causal modality, we seem to make a real gain in elegance and
simplicity.

Furthermore, this account lets us handle a spectrum of modalities in a uniform frame-
work by restricting the entities in the causal chains that define mere possibility and the

6. It is also worth noting, by the way, that essences function differently in the Aristotelian-essentialist account
than they did in medieval Aristotelian views, and perhaps even in Aristotle himself, although this is not an objec-
tion to the Aristotelian-essentialist account. The essences that medieval Aristotelians have talked about were not
understood as having the modal implications that the Aristotelian-essentialist accounts needs them to have. For
instance, the Christian West took it for granted that it was possible for the second person of the Trinity to take
on a human nature. But a human nature is an essence. So in one case at least — that of the second person of the
Trinity — the possession of the essence of humanity was not an “essential property” in the modern, Kripkean sense
of a property that the entity could not possibly lack, and it is this modern sense that would be needed to get the
Aristotelian-essentialist account going.

7. See n. 3 above.
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causal relations between them. For instance, a nonactual state of affairs is physically causally
merely possible provided that it can be produced by a causal chain consisting purely of
physical entities and starting with something physical. A state of affairs is temporally merely
possible provided that it is not actual but can be produced by a chain of exercises of causal
power starting with something in the present or future.

But what is of most relevance to this chapter is that, given some plausible assumptions,
the Aristotelian-causal account, perhaps surprisingly, entails a version of the PSR: every
contingent state of affairs has a causal explanation, that is, an explanation based on facts
about contingent exercises of causal powers, perhaps combined with some necessary
truths.

For the argument, I need a prima facie weaker version of the Brouwer Axiom. The
Brouwer Axiom, in general, states that if p holds, then it is a necessary truth that p is pos-
sible. The weaker version of it that I need is:

(7) If p holds contingently, then it is possible for p to be both possible and false.

This follows from the full Brouwer Axiom, since if p holds contingently, then p is possible,
and so it is necessarily possible, but since it is contingent, it is possibly false, so possibly it
is both false and possible. And Brouwer, in turn, follows from S5.

Suppose for a reductio that a contingent state of affairs E has no causal explanation. Let
E* be the state of affairs of E’s obtaining without causal explanation. Then E* is a contingent
state of affairs. By the weaker version of the Brouwer Axiom, it is possible that E* does not
obtain but is nonetheless possible. Let us suppose a possible world w where that happens.
Here, the use of possible worlds is inessential, but it helps make the argument clear. In w,
E* does not obtain but is possible. Thus, there is a cause C in w that could initiate a chain
of exercises of causal powers capable of leading to E*’s obtaining. But that is absurd, since
in doing so, the chain would give a causal explanation of E as well as leading to E’s not
having a causal explanation!

One might deny Brouwer, as well as Brouwer’s weaker cousin (7), and hold on to the
Aristotelian-causal account in the absence of the PSR.® But the Brouwer Axiom is intuitively
plausible: however else things might have gone than they did, it would still be true that
they could have gone as they actually did.

Without the Brouwer Axiom, we can give an alternate argument for the PSR based on
the following highly plausible material conditional:

(8) If the PSR is true in all possible worlds with the possible exception of the actual world,
then the PSR is in fact true in all possible worlds.

It would be incredibly bad luck for us to inhabit the one world where the PSR is false, if
there were one. Moreover, if (8) is false, the following absurdity ensues: the PSR is false,
but had I skipped breakfast this morning, it would have been true (since it is true in all
possible worlds in which I skip breakfast this morning, as it is true in all possible worlds
but the nonactual one, and in the actual one I had breakfast). And even someone who is

8. In earlier work (e.g. Pruss 2006, sec. 19.5.2), I said that S5, and hence Brouwer, can be proved from the Aris-
totelian-causal account of possibility. The sketch of an argument that I gave there does not seem to work, however,
unless one assumes something like the PSR.
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willing to embrace this absurdity should still accept the cosmological argument, since the
cosmological argument could be run in the world where I skip breakfast this morning, and
it would be an even greater absurdity to suppose that God does not in fact exist but would
have existed had I skipped breakfast this morning. And this would in fact be a contradic-
tion, not just an absurdity, if God is a necessary being.

To show the PSR to be true given (8), for a reductio suppose that there is a possible
world w, distinct from the actual world, but in which the PSR does not hold. Let E be a
state of affairs in w that has no causal explanation. If E does not obtain in the actual world,
let F = E. Otherwise, let F be the conjunction of E with some other state of affairs obtaining
in w that does not obtain in the actual world — there must be such, since w is not the actual
world, and hence different states of affairs obtain in w than in the actual world. In either
case, F is a state of affairs in w that has no causal explanation. Let F* be the state of affairs
of F’s obtaining with no causal explanation. Then F* is a possible state of affairs but is not
actual, since F does not obtain in the actual world. But then there is something that can
initiate a chain of causes leading to F¥, which, as in the Brouwer-based argument, is absurd,
since the chain of causes will lead to F’s obtaining, as well as to F’s not having a causal
explanation.

Thus, the Aristotelian-causal account of modality leads to the PSR, while the main
alternatives to this account of modality are unsatisfactory and/or require something like
theism anyway. This gives us a powerful reason to accept the PSR.

2.2.7. Philosophical argumentation

It is morally acceptable to redirect a speeding trolley from a track on which there are five
people onto a track with only one person. On the other hand, it is not right to shoot one
innocent person to save five. What is the morally relevant difference between the two cases?
If we denied the PSR, then we could simply say: “Who cares? Both of these moral facts are
just brute facts, with no explanation.” Why, indeed, suppose that there should be some
explanation of the difference in moral evaluation if we accept the denial of the PSR, and
hence accept that there can be facts with no explanation at all?

Almost all moral theorists accept the supervenience of the moral on the nonmoral. But
without the PSR, would we really have reason to accept that? We could simply suppose
brute contingent facts. In this world, torture is wrong. In that world, exactly alike in every
other respect, torture is a duty. Why? No reason, just contingent brute fact.

The denial of the PSR, thus, would bring much philosophical argumentation to a
standstill.

An interesting thing about this argument is that it yields a PSR not just for contingent
truths but also for necessary ones.

2.2.8. Justification via the sense of deity

If God exists, then the PSR for contingent propositions is true. Why? Because God’s
activity ultimately explains everything. This is going to be clearest on views on which
God’s activity alone explains everything, and that is going to be most plausible on Calvinist-
type views but also seems correct on any theological account that has a strong view of
divine concurrence with creaturely activity. Moreover, the inference from God’s being
the creator and sustainer of everything to the claim that divine activity provides the
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explanation of everything contingent, or at least of everything contingent that is otherwise
unexplained (this variant might be needed to handle creaturely free will), is a highly plau-
sible one. Thus, someone who has good reason to accept theism has good reason to accept
the PSR.

Now one might think that this is a useless justification for the PSR if we are going to
use the PSR to run a cosmological argument, since then the cosmological argument will
be viciously circular: the conclusion will justify the PSR, whereas the PSR is a premise in
the argument.

However, recently, Daniel Johnson (forthcoming) has come up with a very clever account
showing that a cosmological argument based on the PSR could still be epistemically useful,
even if the PSR is accepted because of the existence of God (he also applies the view to the
possibility premise in the ontological argument). Suppose that, as Calvin and Plantinga
think, there is a sensus divinitatis (SD), which, noninferentially, induces in people the
knowledge that God exists — at least absent defeaters — and tells them something about
God’s power and nature.

Suppose that Smith knows by means of the SD that God exists. From this, Smith con-
cludes that the PSR is true — this conclusion may not involve explicit reasoning, and
it is one well within the abilities of the average believer. Smith then knows that the PSR
is true. Next, Smith sinfully and without epistemic justification suppresses the SD in
himself and suppresses the belief that God exists. If Calvin’s reading of Romans 1 is
correct, this kind of thing does indeed happen, and it is why nontheists are responsible for
their lack of theism. However, the story continues, the suppression is not complete. For
instance, Smith’s worshipful attitude toward God turns into an idolatrous attitude toward
some part of creation. It may very well happen, likewise, that Smith does not in fact
suppress his belief in the PSR, although he forgets that he had accepted the PSR in the
first place because he believed in God. Indeed, this situation may be common for all
we know.

Johnson then claims that Smith remains justified in believing the PSR, just as we remain
justified in believing the Pythagorean theorem even after we have forgotten from whom
we have learned it and how it is proved. Thus, Smith continues to know the PSR. The cos-
mological argument then lets Smith argue to the existence of God from the PSR, and so
Smith then can justifiably conclude that God exists. Of course, unless Smith has some
additional source of justification for believing the PSR, Smith has no more justification for
believing that God exists than he did when he learned about God from his SD. So the
argument has not provided additional evidence, but it has restored the knowledge that he
had lost.

We have a circularity, then, but not one that vitiates the epistemic usefulness of the
argument. Irrational suppression of a part of one’s network of belief can be incomplete,
leaving in place sufficient beliefs allowing the reconstruction of the suppressed belief. A
similar thing happens not uncommonly with memory. Suppose I am trying to commit to
memory my hotel room number of 314. I note to myself that my hotel room number is
the first three digits of m. Later I will forget the hotel room number, but remember that it
is identical to the first three digits of m, from which I will be able to conclude that the
number is 314. My reason for believing the number to be identical to the first three digits
of ™ was that the number is 314, but then, after I lose, through a nonrational process of
forgetting, the knowledge that the number was 314, I will be able to recover the knowledge
by using a logical consequence of that very piece of knowledge. In doing so, I do not end
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up with any more justification for my belief about the room number than I had started
out with, but still if I started out with knowledge, I end up with knowledge again.

This means that an argument where a premise was justified in terms of the conclusion
can be useful in counteracting the effects of nonrational or irrational loss of knowledge.
This means that the cosmological argument could be useful even if none of the arguments
for the PSR given earlier worked, and even if the PSR were not self-evident, for some people
may know that the PSR is true because they once knew that God exists. They lost
the knowledge that God exists but retained its shadow, the entailed belief that the PSR
is true.

2.3. Objections to the PSR
2.3.1. Modal imagination argument

One can, arguably, imagine that a brick pops into existence uncaused. Therefore, one might
conclude that it is possible that a brick pops into existence uncaused, and hence that the
PSR is not a necessary truth. This is a popular Humean argument against the PSR.

The defender of the PSR can, of course, simply insist that the inference from imaginabil-
ity to possibility is defeasible. After all, someone might imagine that a certain straightedge
and compass construction trisects an angle,” and if the inference from imaginability to
possibility were indefeasible, it would follow that the construction possibly trisects an angle.
But a mathematical construction possibly (in the metaphysical sense) trisects an angle
if and only if it actually does so, and in fact we know that angles cannot be trisected
with straightedge and compass. So the inference had better be defeasible. The defender of
the PSR can then claim that the arguments for the PSR are so strong that the argument
from imaginability of PSR failure, being defeasible, does little to shake our confidence in
the PSR.

However, there is a better solution for the defender of the PSR, and this is to question
the claim that the opponent has actually imagined a brick popping into existence uncaused.
It is one thing to imagine something without simultaneously imagining its cause, and
another to imagine something along with the absence of a cause. In fact, the task of imag-
ining absences as such is a difficult one. If I tell an ordinary person to imagine a completely
empty room, the subject is likely to imagine an ordinary room, with walls but no furniture.
But has the subject really imagined an empty room? Likely not. Most likely the imagined
room is conceptualized in a way that implies that it has air in it. For instance, we could ask
our subject what it would be like to sit in that empty room for 8 hours, and our subject is
unlikely to respond: “You'd be dead since the room has nothing in it, and hence no oxygen
either.”

Could one with more directed effort imagine a room without any air in it? I am not at
all sure of that. While we have the concept of vacuum as the absence of anything, it is not
at all clear that we can imagine vacuum. Our language may itself be a giveaway of what we
imagine when we imagine, as we say, a room “filled” with vacuum — perhaps we are not
really imagining an empty room, but one filled with some colorless, frictionless, zero-
pressure substance. Moreover, most likely, we are imagining the room as embedded in a
universe like ours. But a room in a universe like ours will be pervaded with quantum

9. In fact, many people have imagined just that (see Dudley 1987).
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vacuum as well as with electromagnetic and other fields, and perhaps even with spatial or
spatiotemporal points. Whether these “items” count as things or not is controversial, of
course, but at least it is far from clear that we have really imagined a truly empty room.

It is true that philosophers sometimes claim that they can imagine a world that, say,
consists only of two iron balls (Black 1952). But a claim to imagine that is surely open to
question. First of all, the typical sighted person’s imagination is visual. The balls are, almost
surely, imagined visible. But if so, then it is an implicit part of what one is imagining that
there are photons bouncing off the balls. Furthermore, unless one takes care to specify —
and I do not know how one exactly one specifies this in the imagination — that the balls
obey laws very different from those of our world, there will constantly be occasional atoms
coming off the edges of the balls, and hence there will be a highly diffuse gas around the
balls. Suppose all of this physics is taken care of by our careful imaginer. Still, have we really
imagined a world containing only two balls? What about the proper parts of the billiard
balls — does the world not contain those? What about properties such as roundness, or at
least tropes such as this ball’s roundness? And are there no, perhaps, spatial or other relations
between the balls? We see that unless one is a most determined nominalist, the content of
the imagined world is going to be rather richer than we initially said. There are details
implicit in the imagined situation that we have omitted.

There may, however, be a way we can imagine an absence. We can probably imagine
absences of particular kinds of things in a particular area of space-time. Certainly, I can
imagine a room free of talking donkeys, or even of donkeys in general. Moreover, I can
probably imagine a room with no particles or electromagnetic fields in it. But that is
not the same as imagining a truly empty room. A truly empty room does not have any
other kinds of fields in it, at least if fields are things; there are no points of space or
space-time in it; and it certainly has no ghosts, angels, or demons in it. But no list of
kinds of things that we imagine as absent from the room will assure us of the literal and
complete emptiness of the room, for there may always be a different kind of being, one
utterly beyond the powers of our imagination, whose absence from the room we have failed
to imagine. Nor will it do to imagine “unimaginables” as missing since “unimaginables”
are not a genuine kind of thing but, surely, a mix of very different kinds of possibilia —
it seems highly plausible that there are many kinds of possible things beyond our wildest
imagination.

Similarly, we can imagine a brick coming into existence in the absence of a brickmaker,
a brick not resulting from the baking of clay, a brick not made by an angel, demon, or
ghost. But that is not the same thing as imagining a brick that comes into existence com-
pletely causelessly. To imagine that, we would need to imagine every possible kind of cause
—including the unimaginable ones — as absent. That seems to be a feat beyond our abilities.
We can, of course, say the words “This is causeless” both with our lips and with our minds
while imagining the brick, but the claim that whenever one can imagine an F and say of
it, with lips or minds, that it is a G, then, possibly, there is an F that is a G, would not only
be highly defeasible but would also surely be a nonstarter. I can imagine a circle and say
the words “This is a square” while imagining it.

Moreover, in general, when we imagine a situation, we imagine not a whole possible
world, but a part of one, and our imagination is neutral on whether there are further
support structures. I imagine three billiard balls on a billiard table. Probably, it is part of
my imagining that there is gravity. Something, then, has to hold the table up, but what it
is is not a part of the imagined situation. But I am not imagining a table miraculously
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suspended in a gravitational field — I am simply not imagining what the outside of the situ-
ation has to be like to support the part I care about.

Maybe, with a lot of work, one can imagine a situation involving a brick and involving
enough imagined detail that one can, with confidence, say that the situation is not only
one where the ordinary causes of bricks are not present near the brick, but where nowhere
in the universe are there any causes of the brick and where there are no nonphysical causes
of the brick either. But now we see that the situation imagined took rather more effort,
and the given examples of how there may be more to an imagined situation than one ini-
tially thought should severely reduce one’s confidence that one has been successful at the
task of imagining a causeless brick. And even if one has been successful at it, the inference
to the possibility of a causeless brick is still defeasible.

I want to end this discussion by comparing the imaginability argument for a causeless
brick with the imaginability argument against Platonism. One might claim that it is pos-
sible to imagine a brick that does not stand in an instantiation relation to any other entities.
If one can, then defeasibly it follows that possibly a brick does not stand in an instantiation
relation to any other entities. But that, of course, contradicts Platonism, which holds
that, necessarily, all bricks instantiate brickness. While I am not a Platonist, this argument
against Platonism strikes me as weak. The Platonist can answer as I did earlier: have we
really imagined a brick that does not stand in an instantiation relation to another entity,
or have we merely imagined a brick without imagining its standing in an instantiation
relation?

But there is also a further answer the Platonist can make. The Platonist can say: “For all
you know, by imagining it as a brick you have implicitly imagined a situation where it is
related to brickness, although your description of the contents of what you imagined con-
tradicts this.” Compare this to the point one should make against someone who claims that
to have imagined a cube without any space or spatial relations — surely, by imagining it as
a cube, you have implicitly imagined it as occupying space or as involving spatial relations
(say, between the vertices).

Can the defender of the PSR make this point too? Perhaps. The brick we allegedly
imagine coming into existence ex nihilo is a contingent brick. But it might be that the nature
of contingency involves being caused (cf. Section 2.2.6.6, above). Moreover, the brick
has existence. But it seems implausible to claim that we have plumbed the depths of the
nature of existence. It could, for instance, be that to be is either to be necessary or to be
caused —that the esse, the existence, of a contingent being is its being caused (it may be that
Thomas Aquinas thought this; I explore this kind of a view in Pruss 2006, chap. 12). It
could even be that the esse of a contingent being is its being caused by that particular set
of causes by which it is caused — that would cohere neatly with and explain the essentiality
of origins.

A variant of the argument from modal imagination is to say that one can without overt
logical contradiction state the claim that a brick exists without a cause:

(9) Fx(brick(x) & ~Iy(causes(y,x)).

However, that is a bad argument. That one can state something without overt contradiction
does not imply that there is no hidden contradiction. After all, compare (9) with:

(10)  Fx(sculpture(x) & ~Iy(causes(y,x)).
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This claim is impossible since it is a necessary truth that sculptures have sculptors — that
is what makes them be sculptures. In the case of (10) the contradiction lies pretty close to
the surface. But how do we know that in (9), there is no contradiction somewhat further
from the surface? Maybe there is even a hidden complexity in the concept represented by
the existential quantifier.

2.3.2. Van Inwagen’s modal fatalism argument
2.3.2.1. The basic argument

Peter van Inwagen (1983, pp. 202—4) has formulated an influential and elegant reductio
ad absurdum of the PSR. Let p be the conjunction of all contingent truths. If p has an
explanation, say ¢, then g will itself be a contingent truth, and hence a conjunct of p. But
then g will end up explaining itself, which is absurd. We can formulate this precisely as
follows:

(11) No necessary proposition explains a contingent proposition. (Premise)

(12) No contingent proposition explains itself. (Premise)

(13) If a proposition explains a conjunction, it explains every conjunct. (Premise)

(14) A proposition q only explains a proposition p if q is true. (Premise)

(15) There is a Big Conjunctive Contingent Fact (BCCF), which is the conjunction of all
true contingent propositions, perhaps with logical redundancies removed, and the
BCCEF is contingent. (Premise)

(16)  Suppose the PSR holds. (for reductio)

(17) Then, the BCCF has an explanation, . (by (15) and (16))

(18) The proposition g is not necessary. (by (11) and (15) and as the conjunction of true
contingent propositions is contingent)

(19) Therefore, g is a contingent true proposition. (by (14) and (18))

(20) Thus, q is a conjunct in the BCCE. (by (15) and (19))

(21) Thus, q explains itself. (by (13), (15), (17), and (19))

(22) But g does not explain itself. (by (12) and (19))

(23) Thus, q does and does not explain itself, which is absurd. Hence, the PSR is false.

Versions of this argument has been defended by James Ross (1969, pp. 295-304),
William Rowe (1975, 1984), and, more recently, Francken and Geirsson (1999).

The argument is plainly valid. Thus, the only question is whether the premises are true.
Premise (14) is unimpeachable."

Premise (13) bears some discussion. In favor of it, one might note that the explanation
of the conjunction might have more information in it than is needed to explain just one
of the conjuncts, but if it has enough information to explain the conjunction it also has
enough information to explain the conjuncts. We may, however, worry about Salmon’s
remark that irrelevancies spoil explanations (Salmon 1990, p. 102). If we are worried about
this, however, we can replace “explains” with “provides material sufficient for an explana-
tion” throughout the argument, and whatever was plausible before, will remain plausible.

10. That aliens shot John F. Kennedy would be a good explanation of JFK’s death were it true, but since it is false,
it is not an explanation. False propositions can be putative explainers, but not actual explainers.
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Alternately, we may say that if q explains a conjunction, then the only reason it might fail
to explain a conjunct r is because g might contain irrelevant information. But, surely, when
the conjunct r is equal to g itself, this worry will not be real — how could g contain infor-
mation irrelevant to itself? So even if (13) is questioned, (21) still very plausibly follows
from (15), (17), and (19).

This leaves the technical Premise (15) about the existence of a BCCE, and two substan-
tive claims, (11) and (12), about explanation. Leibnizian cosmological arguments based on
the PSR need something like a BCCE, so questioning (15) is probably not a fruitful avenue
for questioning for a defender of the Leibnizian cosmological argument (see further dis-
cussion in Section 4.1.1.3, below, as well as in Pruss 2006, sec. 6.1).

But we should not accept (11). We shall see that the main reason for believing (11) rests
on a misunderstanding of how explanation works. Moreover, I shall argue that someone
who accepts the logical possibility of libertarian free will should deny at least one of (11)
and (12).

2.3.2.2. Is (11) true?

Premise (11), that no necessary proposition can explain a contingent one, needs some
justification. The main reason to accept (11) is the idea that if a necessary proposition g
explained a contingent proposition p, then there would be worlds where ¢ is true but p is
false, and so g cannot give the reason why p is true. This sketch of the argument can be
formalized as follows:

(24) If it is possible for q to be true with p false, then g does not explain p. (Premise)

(25) If g is necessary and p is contingent, then it is possible for g to be true with p false.
(a theorem in any plausible modal logic)

(26) Therefore, if g is necessary and p is contingent, then g does not explain p.

Instead of attacking (11) directly, I shall focus my attack on (24). Without (24), Premise
(11) in the modal fatalism argument does not appear to be justified. Now, granted, someone
might one day find a powerful argument for (11) not dependent on (24), in which case
more work will need to be done, but (24) seems to capture just about all the intuition
behind (11).

By contraposition, (24) is equivalent to

(27) If q explains p, then g entails p.

Let me start with a quick ad hominem argument against (27). It seems a perfectly good
explanation of why the dog did not bark that neither a stranger came by the dog nor did
any other potential cause of the dog’s barking occur. But the explanans here only entails
the explanandum if we suppose that it is a necessary truth that if the dog barked, its barking
had a cause. But opponents of the PSR are unlikely to grant that this is a necessary truth,
unless they have some principled to reason to argue that dogs’ barkings metaphysically
require causes, but some other things do not need any explanation, whether causal or not.
But I doubt that there is a good way of drawing the line between barkings and other states
of affairs.
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Now, (27) does seem to hold in the case of many conceptual explanations. These explain
a state of affairs by saying what the state of affairs is constituted by or consists in. For
instance, in Metaphysics Z, Aristotle suggests explaining an eclipse of the sun by noting that
an eclipse of the sun is identical with the earth’s entry into the moon’s shadow. Likewise,
one might explain a knife’s being hot by noting that its being hot consists in, or maybe is
constituted by, its molecules having high kinetic energy.

However, (27) is falsified by just about every modern scientific nonconceptual explana-
tion that I know of. Scientific causal explanations, in general, simply do not give conditions
that entail the explanandum. This is obvious in the case of statistical explanations, since in
these, the explanans gives laws of nature and states of affairs that do not entail the explanan-
dum but either render the explanandum more probable than it would otherwise be, or at
least are explanatorily relevant to the explanandum. Why did the cream spread throughout
the coffee cup? Because it is very likely that random molecular motion would disperse
cream in this way.

But the falsity of (27) also follows in the case of nonstatistical explanations. Why are
the planets moving in approximately elliptical orbits? Because the main gravitational
influence on them is that of an approximate point mass (the sun), the secondary
gravitational influences on them from other objects, including other planets, being weak.
But what I just said does not entail that the planets move in approximately elliptical orbits.
It only entails that absent other influences, the planets move in approximately elliptical
orbits.

Perhaps we can build that proviso into the explanation. Why do the planets move in
approximately elliptical orbits? Because the main gravitational influence is that of an
approximate point mass, and there are no other relevant influences. But the word “relevant”
is crucial here, for, of course, there are many other influences, such as electromagnetic ones.
The word “relevant” here seems to mean “relevant to affecting the approximate shape of
the planets’ orbits.” But that is not quite right. Electromagnetic influences of the sort that
the planets undergo are, in general, relevant to affecting the approximate shape of the
planets’ orbits. They are just not relevant in this case because the gravitational influence of
the sun swamps the other effects.

So what we are really saying when we give the proviso is that the main gravitational
influence is that of an approximate point mass, and no other influence prevents the orbits
from having elliptical shape. Perhaps now we have entailment? Actually, the objector to the
PSR should not say so. For if the PSR is false, then surely things can come into existence
for no reason at all and can likewise pop out of existence for no reason at all. Thus, it is
quite possible for all of the aforementioned to be true, and yet for the planets to pop out
of existence, thereby preventing them from having any orbits at all.

Do we add, then, to the our explanans the conjunct “and the planets remain in exis-
tence”? Perhaps then we will get entailment, although even that is not at all clear. For if the
PSR is false, and if the laws of nature are of such a nature as not to rule out the possibility
of external influence, then it seems likely that the laws of nature cannot rule out the possi-
bility of a brute, unexplained departure from the laws of nature.

Or perhaps objectors to the PSR will admit that by their own lights (27) is false, but
insist that the defenders of the PSR are committed to (27). Then the argument against the
PSR becomes ad hominem. 1 have no objection against ad hominem arguments, but one
would need to give an argument that while the opponents of the PSR can reasonably reject
(27), for some reason the proponents of the PSR should accept (27). But then an argument
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is needed as to why the proponents of the PSR must accept a theory of the nature of
explanation that requires (27) just because they happen to think that all contingent facts
have explanations. Yet since the PSR is incompatible with (27) given some plausible other
assumptions, this would be a hard case to make!

In any case, suppose that through a lot of careful work we have somehow managed to
come up with an explanans that entails that the planets have approximately elliptical orbits.
An easy point I can make here is that the resulting explanation is unlike standard scientific
explanations in more than one way.

First, note that with the provisos we have loaded into the explanans, the explanation
becomes logically odd. What we end up saying is essentially that the planets move in
approximately elliptical orbits because the gravitational influence of an approximate point
mass moves them in approximately elliptical orbits. The provisos all add up to saying that
the gravitational influence of the sun succeeds in moving the planets in elliptical orbits. But
now the explanandum is in effect there in the explanans, and our explanation is like
“He died because he died of being stabbed.” But that is not how we give explanations. He
died because he was stabbed. The planets move approximately elliptically because the sun
gravitationally influences them. He did not die because he died of being stabbed, and the
planets do not move approximately elliptically because the sun moves them approximately
elliptically.

Second, the proponents of the PSR have an epistemic right to reject the loading up of
the explanation of provisos, a right grounded in reasons apparently independent of their
need to reject the van Inwagen argument. Our provisoed explanation basically was: “The
planets move approximately elliptically because the sun gravitationally influences them as
an approximate point source and nothing prevents them from moving approximately
elliptically” But if the PSR is a necessary truth, then that nothing prevents the planets
from moving approximately elliptically entails that they in fact move approximately ellipti-
cally, since if they did not, there would have to be a reason why they do not. However, it
is an odd sort of explanation where one of the conjuncts in the explanans is sufficient by
itself to entail the explanandum. One wonders why one bothers mentioning the sun’s
gravitational influence at all! In fact, this worry may be there even for the PSR’s opponent,
if one of the provisos has to be something like “and the PSR is not relevantly violated in
this case.”

Third, the claim that nothing prevents the planets from moving approximately
elliptically involves universal quantification over all entities in existence, whether natural
or not. It is a claim that each of these entities is a nonpreventer of the planets’ elliptical
motion. But while scientific claims have entailments about nonnatural entities (e.g. that
the planets are moving approximately elliptically entails that God is not making them
move along logarithmic spirals), they should not quantify over nonnatural entities.
Thus, our heavily provisoed explanation does not appear any longer to be a scienti-
fic one.

Let me end this section with the following argument for (27). The PSR had better
understand “explains” as “gives a sufficient reason for.” But a sufficient reason is, surely, a
logically sufficient reason, that is, an entailing reason. And, indeed, Leibniz thought that
the reasons said by the PSR to exist would be entailing.

A simple answer to this is to say that I am not defending Leibniz’s PSR, but a PSR suf-
ficient for the cosmological argument. We do not, in fact, need entailing reasons for the
cosmological argument, as shall be clear when we discuss cosmological arguments. A fuller
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answer is that when I talk of the PSR, by “sufficient reasons” I mean reasons that are suffi-
cient to explain the explanandum. Leibniz may have erroneously thought that a reason is
only sufficient to explain something that it entails, but we do not need to follow him in
his error — and should not, since that route leads to modal fatalism. But if the reader is not
convinced, I can just rename the principle I am defending the “Principle of Good-Enough
Explanation.”

2.3.2.3. Libertarian free choices

Let me now offer an argument that someone who accepts the possibility of libertarian free
will must reject the van Inwagen argument. Since van Inwagen is a libertarian, he too must
reject his own argument. To make this more than an ad hominem, I would need to argue
for the possibility of libertarian free will (or for its actuality), for which, of course, there is
no space here.

Libertarian free will is nondeterministic. From the condition of the mind of the chooser
prior to the choice, one cannot deduce what choice will be made. This has given rise to
the randomness objection to libertarianism: libertarian free choices are not really caused
by the person, but are merely random blips, as some people think quantum events are.
We would not account a person free if acts of will occurred randomly in a person’s mind
or brain.

Libertarians are, of course, committed to a denial of the randomness objection. However
they manage it, they must reject the claim that libertarian free actions are random — they
may, for instance, insist that they are not random because they are caused by agent causa-
tion. Now suppose that a libertarian allowed that in the case of a libertarian free choice
between options A and B, where in fact A was chosen, there is no sufficient explanation of
why A was chosen. Such a libertarian has succumbed to the randomness objection. If there
is no explanation for why option A was chosen, then that A was chosen is a brute, unex-
plained, uncaused fact — a random fact. Thus, the libertarian cannot allow that there is no
explanation of why A was chosen.

Look at this from another direction. Suppose someone is externally determined to
choose A instead of B, so that the explanation for why A was chosen was that some external
puppet master has caused the agent to choose A rather than B. In that case, there would
indeed be an explanation for why A was chosen rather than B — the causal efficacy of
the puppet master. The libertarian will insist that in that case, there is no free will. Now
take this situation and subtract the puppet master, without adding anything. We get a
situation where there is no explanation for the choice of A rather than of B. We get
a genuine case of randomness, having replaced the puppet master by nothing at all.
And this mere removal of the puppet master does nothing to give freedom to the agent.
Libertarian freedom is not supposed to be something purely negative, the lack of a puppet
master, but something positive like self-determination. To go from the choice determined
by the puppet master to a genuine libertarian free choice, we cannot merely delete the
explanation of the action in terms of the puppet master: we must add something to
the situation. It is plausible that what needs to be done is to substitute the free agent
and/or her free will for the puppet master: the action must be explained in terms of
the agent now, instead of in terms of something external. The basic intuition of a libertar-
ian is that determinism places the ultimate point of decision outside the agent, in the
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environment that forms and influences the agent. This external determinism, to produce
freedom, must not only be removed but must be replaced by something causal, though
still indeterministic in the case of agents that have a cause of their existence,'" within
the agent.

Thus, the libertarian should hold that there is an explanation for why one rather than
another choice was freely made. Otherwise, the randomness objection to libertarianism
succeeds. This either forces the libertarian to say (a) that a description of a mind in a state
that is equally compatible with either of two actions, A or B, can be used to explain why
A was in fact freely chosen — a denial of (27) — or (b) that the claim that action A was freely
chosen, or perhaps freely chosen for reason R, is “almost” a self-explanatory claim, despite
its contingency, with the only thing unexplained being why the agent existed and was free
and perhaps impressed by R. If the agent were a being that necessarily exists and is neces-
sarily freely and omnisciently, then in case (b), nothing would be left unexplained, and we
would have a counterexample to (12).

Nonetheless, how there can be explanation of exercises of libertarian free will is mysteri-
ous. I shall here defend option (a), that a choice of A can be explained in terms of a state
that was compatible with choosing B. I shall defend this by offering a hypothesis about
how libertarian free will works. If this hypothesis is false, perhaps another can do the same
job, but I find this one plausible. For simplicity, I will assume a binary choice between A
and B. On my hypothesis, free choices are made on the basis of reasons that one is
“impressed by,” that is, that one takes into consideration in making the decision. Some of
the reasons are in favor of one choice, and others are in favor of another choice. Reasons
that are neutral between the options are not taken into account by the agent in the choice
between A or B.

I now suppose that when the agent x chooses A, there is a subset S of the reasons that
favor A over B that the agent is impressed by, such that x freely chooses A on account of
S. My explanatory hypothesis, then, is that x freely chooses A because x is making a free
choice between A and B while impressed by the reasons in S. On my hypothesis, further,
had the agent chosen B, the agent would still have been impressed by the reasons in S, but
the choice of B would have been explained by x’s freely choosing between A and B while
impressed by the reasons in T, where T is a set of reasons that favor B over A. Moreover,
in the actual world where A is chosen, the agent is also impressed by T. However, in
the actual world, the agent does not act on the impressive reasons in T, but on the reasons
in S.

This explanation fits well with how agents in fact describe their choices. They say things
like: “I chose this graduate school because it was important to me that my spouse be able
to study at the same institution.” Sure, another school might have better fit with their aca-
demic interests, and that may also be important to them. But while the latter consideration
is one they are also impressed by, they did not in fact choose on the basis of it, and hence
it does not enter into the explanation.

11. The reason for the proviso is this: If agent x is caused by y to exist, and is internally determined to do A, then
y by causing x to exist has caused x to do A. But if agent x has no cause of its existence, then this argument no
longer works, and internal determinism may be compatible with freedom. This is important for the question
whether a God who cannot choose evil can be free (see, for instance, Pruss 2003).
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Note that I am not claiming that the same thing explains the choice of A as would have
explained the choice of B. That sameness of explanation claim might seem absurd, so an
opponent might try to push me to admit that there is a single explanation in both
cases. Thus, one might say that if p (a proposition about the choice being made while
impressed by the reasons in S) explains the choice of A, and g (which is like p but with
T in place of S) is true, then p&q also explains the choice of A. However, “irrelevancies
[are] harmless in arguments but fatal in explanations” (cf. Salmon 1990, p. 102). Thus,
even though p explains the choice of A, and ¢q is true, one can coherently deny that
p&q explains the choice of A. If, on the other hand, this point is denied, I will regroup by
saying that the idea that the same proposition should explain A in our world and
an incompatible B in another world is defensible. Salmon (1990, pp. 178-9) argues
that one must accept the possibility that the same kinds of circumstances can explain
one event on one occasion and an incompatible kind of event on another occasion if
one is to have any hope of explaining stochastic outcomes."* For instance, if a carcinogen
causes cancer 12 percent of the time, with 60 percent of the time its being type A cancer
and 40 percent of the time its being type B cancer, these statistical facts can explain both
an occurrence of type A cancer in one patient and an occurrence of type B cancer in
another.

For the cosmological argument, the most important case of libertarian choice is
God’s choice what world to create. In this case, I actually think it is a necessary truth that
God is impressed by the reasons S on account of which he created the actual world, just
as it is a necessary truth that God was impressed by a different set of reasons on account
of which he might have created another world. After all, necessarily, an omniscient
and morally perfect God is impressed by all and only the good reasons. What the reasons
on the basis of which God created this world are is something largely beyond my ken,
although we can say a few standard things about the value of beings that participate in
God’s life.

As a modification of my hypothesis, I should note that it might be that what matters
explanatorily is not only the fact of the agent’s being impressed by the reasons, but also the
degree to which the agent is impressed by them. It is easy to modify the account to take
this into account, by explaining not just in terms of a set of reasons but in terms of a set
of reason—weight pairs.

There is, still, something uncomfortable about the proposed explanation of libertarian
action. I think a reader is likely to have the sense that while it is correct to say that the
choice of graduate school might be explained by what is better for a spouse, even though
this reason would have equally been present had a choice not supported by this reason
been made instead, this kind of explanation is explanatorily inferior to, say, deterministic
causal explanation or explanation in terms of a necessitating metaphysical principle. That
may be. But there is no need to take the PSR to say that there is always the best kind of
explanation — the PSR I am defending merely says that there is an explanation of every
contingent proposition. And that is all I need for the cosmological argument.

12. Note that Salmon’s definition (Salmon 1990, p. 67) of a statistical relevance explanation of a fact as simply
being an assemblage of statistically relevant facts implies the claim that the explanation of p in one world will be
an explanation of ~p in another if we add the observation that sometimes, maybe even always, whatever is relevant
to p will also be relevant to ~p.
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2.3.3. A probabilistic version of van Inwagen’s argument

But even if van Inwagen’s argument fails, there is a probabilistic variant that does not rely
on (11). This argument is inspired by some remarks I got from Peter Forrest. Instead of
(11), the argument uses the following claim:

(28) If q explains p, then P(plq) > 1/2.

Instead of concluding that the BCCF in fact does not have an explanation, the argument
will conclude that some worlds have a BCCF that does not have an explanation. We proceed
as follows. Making use of all the other premises of van Inwagen’s argument, generalized to
hold in all worlds, we get the claim that in every possible world there is an explanation of
the BCCEF, and the explanans is a necessary proposition. Now, if g is a necessary truth, then
P(p|g) = P(p). Conditioning on necessary truth gets us no new probabilistic information
beyond prior probabilities. Hence, in any world w, if the BCCF p of w is explained by a
necessary truth, then P(p) > 1/2 by (28). Therefore, the BCCF of every possible world has
probability greater than 1/2. But the BCCFs of different worlds are mutually exclusive, since
any two worlds differ in the truth-value of some contingent proposition, and then the
BCCF of one of the worlds will contain that proposition and that of the other will contain
its denial. Hence, if p, and p, are the BCCFs of two distinct worlds, we have P(p, or p,) =
P(p,) + P(p,) > 1/2 + 1/2 = 1. But no probability can be bigger than 1, and absurdity ensues
again.

A defender of the PSR could, of course, deny (12), which this version of the argument
presupposes, since otherwise we could have self-explanatory contingent explanations of
the BCCF. A desperate, but not entirely unjustified, alternate measure would be to deny
the assumption that if g is necessary, then P(p|q) = P(p), perhaps allowing that this is true
if q is a tautology, and maybe even any narrowly logically necessary truth, but not if it is a
substantive necessary truth, such as that horses are mammals, that water is H,O or that
God values unity and happiness. It could, then, be the case that p, has probability greater
than 1/2 given one necessary truth g;, while a proposition p, incompatible with p, has
probability greater than 1/2 given another necessary truth g,. For instance, perhaps that
the universe consisting only of a single particle has high probability given that God values
unity, and that the universe containing infinitely many happy persons has high probability
given that God values happiness, even though it is a necessary truth that God values both
unity and happiness.

The best way out for the PSR’s defender, however, seems to be to oppose (28). First of
all, statistical relevance theories of explanation deny (28), and, more broadly, (28) may be
a manifestation of the mistaken conflation of explanation with prediction that plagued
both the deductive—nomological (Hempel & Oppenheim 1948) and inductive—statistical
(Hempel 1962) models of explanation. A standard counterexample to these models is the
syphilis/paresis case (Scriven 1959; see also the discussion in Salmon 1990, sec. 2.3), which
is also a counterexample to (28). We can explain why a person has paresis in terms of the
earlier having of latent untreated syphilis, even though latent untreated syphilis leads to
paresis only in a minority of cases.

Second, it is plausible that citing the relevant actual cause of an event explains the event.
Indeed, to give causes is a paradigmatic way of explaining. But causation can filter through
indeterministic events of probability less than 1/2. This is particularly clear in the case of
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forensic explanations. George murderously pushes Maurice off a very high cliff. Maurice
falls and drowns. Unbeknownst to George, Maurice is actually a cliff diver, and had a 75
percent chance of survival for the fall. Nonetheless, George’s murderous push killed
Maurice, and George’s having pushed Maurice explains why Maurice died. Granted, in this
case it does not explain everything about why Maurice died. It does not explain, for instance,
why in this case Maurice did not manage to swim out or why lack of oxygen kills earthly
vertebrates. But it is still a fine explanation. In any case, it could well be that even after we
answered all of these questions, it would be that the explanans made the explanandum less
than 50 percent probable — there could be indeterministic quantum events in Maurice’s
brain behind Maurice’s inability to swim out.

Third, if libertarianism holds, and if a plausible account of action requires one to say
that free choices are explained by the agent’s reasons, we have reason to deny (28). For it
seems likely that libertarian-free agents can act on reasons that they had probability less
than 1/2 of acting on.

2.3.4. Quantum mechanics

A common objection to the PSR is that indeterministic quantum effects lack sufficient
reasons. However, the PSR that I am defending concerns explanation, which is the giving
of reasons sufficient to explain the explanandum, not the giving of reasons logically suffi-
cient for entailing the explanandum.

Quantum mechanical events do, however, have explanations. The experimental setup
in which they happen has the property of giving rise to emissions with certain probabilities
(John Haldane makes this suggestion in Smart & Haldane 2003, p. 126). Granted, on inde-
terministic accounts of quantum mechanics, this explanation does not entail the outcome,
and will only be a statistical explanation, perhaps involving small probabilities, but as the
syphilis/paresis case in the previous section showed, that should not be a problem.

Still, one might be somewhat dissatisfied with quantum mechanical explanations. One
might say that, yes, they are explanatory, but they lack some feature that better explanations
have. But that is fine for the defense of the PSR. The PSR does not say that for every con-
tingent proposition there is the best possible kind of explanation, but just that there is an
explanation, “an ‘explanation enough’” in Haldane’s words (Smart & Haldane 2003, p. 126).
And the kind of explanation that our PSR provides will be, as we shall see, enough to yield
a cosmological argument — and that is the point here.

2.3.5. Contrastive explanation and the PSR

Perhaps, though, we can formulate the dissatisfaction with statistical quantum mechanical
and libertarian explanations as follows. Suppose we are dealing with an electron in a mixed
[up> + |[down> state, which in an appropriate magnetic field will either go up or down,
with equal probability. Suppose it goes up. Why did it go up? Because of its state, the
experimental setup, and the laws of nature. Maybe this is a fine explanation, but it does
not seem to be a contrastive explanation. It does not explain why the electron went up
rather than down.

The simplest move at this point is just to deny this intuition, and say that the same
facts can explain why it went up rather than down, as would have explained why it went
down rather than up. Alternatively, one might distinguish the quantum mechanical and
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libertarian cases. Perhaps one can take a deterministic interpretation of quantum mechan-
ics, and in libertarian cases give contrastive explanations in terms of different sets of
reasons, as in Section 2.3.2.3, above.

Another move available to the defender of the PSR is to admit the failure of contrastive
explanations. But the PSR says that every contingently true proposition p has an explana-
tion, not that for every pair of propositions p and q where p is contingently true and q is
a relevant alternative to p, there is an explanation of why p rather than g holds. There may
well be such a notion of explanation that would make explanation be a ternary relation,
but there is also a perfectly fine notion of explanation that makes explanation a binary
relation, and it is the latter that the PSR concerns.

Some do, however, believe that all explanation is contrastive (cf. Dretske 1972; van
Fraassen 1980). The standard example is something like this. George ate a banana rather
than eating an orange because he liked bananas. George ate a banana rather than putting
it in his backpack because he was hungry. Without specifying a contrast, we cannot tell
which explanation we are after.

Arguments like this do not, however, establish that explanation is always contrastive. If
we do not specify a contrast, we can give an explanation along either set of lines. George
ate a banana because he liked bananas and chose to eat. George ate a banana because he
was hungry and chose a banana. Neither explanation tells the whole story. But we can elicit
more of the story by applying the PSR again. Why did George like bananas and choose to
eat? Granted, we might say that this is because he likes nonjuicy sweet fruit and chose to
eat, leaving that second conjunct as yet unexplained. But if explanation comes to an end
in an ultimate explanation, we cannot just keep on furthering the explanation of the first
conjunct — eventually, we will be done with that side, and a further demand for explanation
will force us to tackle the question why George chose to eat.

A different move is that on its own terms the PSR that I am defending requires contras-
tive explanation. After all, it requires an explanation of every contingent proposition and
that the electron went up rather than going down, or that George ate a banana rather than
eating an orange, is a perfectly good proposition.

There is room to be quite unsure here, though. For it might be argued that when we
make a contrastive claim, we are doing two things. We are asserting a proposition with an
“and . .. not” truth-functional connective, for example, that the electron went up and did
not go down, and drawing the listener’s attention to the contrast between the two claims
joined by the truth-functional connective. The proposition asserted, however, is not con-
trastive in nature and can be explained straightforwardly. We can just give the statistical
explanation of why the electron went up and explain that if it went up, it could not have
gone down at the same time, so it went up and did not go down.

There is reason to think this is the right way to understand contrastive claims. First,
note that whatever proposition is asserted by saying “p rather than g holds,” necessarily, it
is a proposition that is true if and only if p is true and q is false. To see this, begin by
observing that if p is not true or g is not false, then whatever “p rather than g holds”
expresses must be false.

The converse is more difficult to establish. There certainly are cases where the sentence
“p rather than q holds” is not assertible even though “p holds” and “q does not hold” are
assertible. These will be cases when there is no relevant contrast between p and g. Thus, in
typical contexts, “The moon is spherical rather than Jupiter being cubical” is not assertible.
However, the failure of assertibility is not due to facts about the objective situation being
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talked about, but due to one’s concerns, interests, and epistemic position. There will be
epistemic contexts involving no mistakes but where “The moon is spherical rather than
Jupiter being cubical” is assertible. For instance, suppose that George has seen neither the
moon or Jupiter, and nobody has told him anything about them, except that an epistemic
authority testified to him that the moon is spherical or Jupiter is cubical. One day, George
learns that Jupiter is spherical. He then correctly sums up his conclusions: “The moon is
spherical rather than Jupiter being cubical!” Given knowledge that p and that not-g, the
assertibility of “p rather than g holds” depends on nonalethic matters, and hence all we
need for truth is p and not q.

One might object that “p rather than g holds” asserts something about the state of mind
of the speaker — that it is a mind-dependent proposition. But that is completely mistaken,
since, then, every “rather than” claim would entail the existence of a speaker saying that
claim, but that the moon is spherical rather than Jupiter being cubical entails nothing about
a speaker who is saying that the moon is spherical rather than Jupiter being cubical.

So if proposition r is expressed by “p rather than g holds,” then, necessarily, r holds if
and only if p&~q. I think it is simplest to suppose that r is actually the same proposition
as p&~q.

But suppose this is denied, and it is said that there is “something more” in the proposi-
tion that p rather than g holds than in p&~q (for surely there is nothing less). Nonetheless,
the contrastive explanation argument can be questioned. It is no coincidence that p rather
than g holds if and only if p&~g holds — it is a necessary truth, in light of the said argu-
ment, that this is always the case. In fact, it seems right to say that what makes it be true
that p rather than g holds is simply that p holds and g does not hold. The fact that p&~q
seems to be the more basic, the more primitive, since the fact that p rather than g holds
contains it and that mysterious “something more.” But then, this provides a conceptual
explanation of why it is the case that p holds rather than gq: p holds rather than g because
p&~q holds, and p&~q is more ontologically basic, and necessarily whenever a&~b holds,
a rather than b holds. Granted, this is not a contrastive explanation; but that only shows
that the attempt to assimilate contrastive explanations to explanations of contrastive pro-
positions failed.

3. Nonlocal CPs

3.1. From local to nonlocal CPs

A local CP is a principle that every localized contingent item of a certain sort has a cause.
Thus, a local CP about contingent substances holds that every substance has a cause. A
cosmological argument making use of a local CP needs to rule out infinite regresses. On
the other hand, a nonlocal CP lacks the restriction that the items be localized in the way
substances and events are, and this allows one to get out of infinite regresses. Using a CP
instead of the PSR has the advantage that avoiding the van Inwagen problem and its rela-
tives is easier.

I shall argue that the intuitions that typically make local CPs plausible apply just as well
to nonlocal CPs. The locality restrictions are objectionably ad hoc, and if we should accept
a local CP, we should accept a nonlocal CP. I will then give an argument for a powerful
CP.
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Consider first a restriction of CPs to (localized) substances as opposed to substance-like
aggregates such as heaps of sand or the mereological sum of all the contingent substances
now existing. The basic intuition behind such CPs is that bricks and other objects cannot
come into existence without cause. But suppose that we learned from the correct metaphys-
ics that bricks are not actually substances but are heaplike (as is indeed what Aristotle’s
metaphysics says about bricks). That would not affect our commitment to the impossibility
of bricks coming into existence ex nihilo.

Now, maybe, we could argue that a CP restricted to substances would suffice to show
that nonsubstantial items such as bricks that are made up of a finite number of substances
(maybe elementary particles are substances even if bricks are not) have causes. For we could
just apply the CP separately to each of the component substances, and while some of them
could be causes of others, it could not be true of all the component substances that they
are caused by other component substances, since that would require either a causal loop
or an infinity of component substances. Thus, the restricted CP is sufficient to do justice
to our intuition that bricks do not causelessly pop into existence even if bricks are heaps.

But this argument only works if bricks are made up of a finite number of substances.
However, suppose we found out that a brick was, in fact, made up of an infinite number
of particles. It does not look right now as if physics is heading in the direction of positing
an infinite number of particles in ordinary material objects, but unless there is some logical
problem with actual infinities — which problem would then be grist for the kalam arguer’s
mill, so an atheist will probably not want to embrace that option — the possibility is not
absurd. Finding this out would not, I think, shake our conviction that a brick cannot pop
into existence. Should it not be, if anything, harder for more particles to pop into existence?
Nor would we be impressed by being told that the brick made of infinitely many particles
popped into existence by the following pattern. At time #, + 1 second, particle number 1
was caused to exist by particle number 2; at time t, + 1/2 second, particle number 2 was
caused to exist by particle number 3; at time ¢, + 1/3 second, particle number 3 was caused
to exist by particle number 4, and so on, with none of the particles existing at time f,. That
would still count as an objectionable causeless popping into existence of the brick. But if
bricks are not substances, this possibility cannot be ruled out by a CP restricted to sub-
stances. However, our intuitions call for this to be ruled out.

Perhaps we can restrict the CP to entities that consist of less than the sum total of all
contingent beings. But that will gain the opponent of global CPs nothing. For instance, let
So be any simple particle that has a contingent cause (there are in fact many such) and let
S, be the aggregate of all other contingent beings now in existence. Let C, be a cause of S,
by the restricted CP. As the contingent cause of S, is outside of S, (since a particle cannot
be caused by itself), this cause must be a part of S,, and hence is caused by C,. By transitiv-
ity, C, will also be the cause of S,. If there are no simple particles, the argument is slightly
more elaborate and is left as an exercise to the reader (hint: just let S, be a cat, and note
that the cat surely has a cause that is outside of it).

And, certainly, it will not do to restrict the CP based on size, absurdly as if objects that
are less than 10 m in diameter needed causes, but larger objects like the universe did not.
Here, it is worth recalling Taylor’s example of the universe being like a walnut (Taylor 1974,
chap. 10). If we accept that then it should have a cause, we should also accept it when it is
much larger.

A different kind of restriction is diachronic in nature. Perhaps, the CP can only
be applied to entities that exist all at one time and cannot be applied to causal chains of
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entities, or at least to infinite such chains. However, once again, such a CP will fail to rule
out a brick’s doing what intuitively should count as popping into existence causelessly.
Suppose we saw a brick pop into existence in midair. We would be deeply puzzled. To allay
our puzzlement, a scientist tells us that study of the phenomenon reveals that what actually
happened was this. The brick popped into existence at , + 1 millisecond. There was no
cause at ). However, at #, + 1/2 milliseconds, the particles of the brick were caused by a set
of earlier particles making up a brick, which then immediately annihilated themselves
(or perhaps underwent substantial change into the new ones). At #, + 1/3 milliseconds,
the earlier particles were caused by a yet earlier set. And so on, ad infinitum. The whole
infinite sequence took 1 millisecond to complete, but nonetheless each synchronic collec-
tion of particles had an earlier cause."” Surely, this would still be as objectionable as a
brick popping into existence causelessly. That there was an infinite sequence of bricks, or
of sets of particles, in that millisecond does not seem to affect the idea that this cannot
happen.

Thus, to rule out the popping of bricks into existence ex nihilo, we need a CP not
restricted in a way that rules out infinite chains. Similar considerations rule out CPs con-
cerning events that do not generalize to infinite chains of events. A fire could start for no
cause via an infinite chain of events, each temporal part of the fire being caused by an
earlier temporal part of the fire, and so on, with the whole infinite chain only taking a
second, and the temporally extended conflagration having no cause. That is absurd, and
CPs for events should rule it out.

But perhaps there is a difference between infinite chains that take an infinite amount of
time and infinite chains, like the one in the previous examples, that take a finite amount
of time. Maybe we can restrict CPs to chains of causes that take a finite amount of time?

I do not think this is plausible because an interval from minus infinity to a finite number
is order-isomorphic to a finite interval. For instance, the function f(¢) =—1/(t— 1) maps
the half-infinite interval' (—e, 0] onto the half-open finite interval (0, 1], while preserving
order relations so that #, < t, if and only if f(#,) < f(t,) for t, and ¢, in (—eo, 0].

But perhaps there is something relevantly metaphysically disanalogous about infinite
amounts of time as opposed to finite ones. One difference would be if infinite amounts of
time were impossible. But if so, then the kalam argument again shows up, and in any case,
if an infinite amount of time is impossible, then a restriction of the CP to chains that take
a finite amount of time is no restriction at all.

Another potential difference is that one might argue that a finite temporal interval either
is preceded by a time or at least could be preceded by a time (if time has a beginning at
the start of the interval), but a temporal interval infinite at its lower end could not be pre-
ceded by a time. This would be in support of a restriction of the CP to causal chains that
are not temporally infinite in the direction of the past.

Consider first the following version of this disanalogy: the interval (—eo, 0] is not pre-
ceded by an earlier time, while a finite interval (0, 1] is. But suppose that we are dealing
with a causal chain spread over a half-open finite interval that is not preceded by an earlier
time, since time starts with this half-open finite interval. In that case, we need a cause
for the chain as a whole just as much as in the case where the half-open finite interval is

13. Examples like this go back at least to Lukasiewicz (1961), who tried to use them to show how free will could
be reconciled with determinism (see also Shapiro 2001).
14. Here I use the standard notation where (a, b] = {x:a < x < b}.
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preceded by an earlier time. Suppose that we have a chain of causes spread over (0, 1],
tending to being temporally positioned at 0 in the backwards limit, and suppose that there
is no “time 0.” Surely, the nonexistence of a time prior to the interval makes it, if anything,
“harder” for a chain of causes to arise without an external cause. After all, if even time does
not exist prior to the chain of causes, then the chain is even more a case of coming into
existence ex nihilo, since there is even less there. The absence of an earlier time does nothing
to make it easier for things to arise causelessly.

Maybe, though, the idea is that we should require causes where causes can be reasonably
demanded. But, the argument continues, a cause can only be reasonably demanded if there
is a prior time, since causes must be temporally prior to their effects. However, the latter
thesis is dubious. Kant’s example of a metal ball continually causing a depression in a soft
material shows that simultaneous causation is conceivable. And apart from full or partial
reductions of the notion of causation to something like Humean regularity and temporal
precedence, I do not think there is much reason to suppose that the cause of a temporal
effect must even be in time.

Now consider the second version: even if there is no “time 0,” there could be one. The finite
interval (0, 1] could be preceded by a time, while the interval (—eo, 0] could not. But it is quite
unclear why this alleged modal difference is at all relevant to the existence of a cause for the
chain. The absence of the possibility of an earlier time does not seem relevant, unless perhaps
one thinks that causation requires temporal priority, a thesis one should, I think, reject.

There is also another, more controversial, objection to such a restricted CP. An infinite
interval (—eo, 0] can be embedded in a larger temporal sequence [—eo, 0] obtained by
appending a point, which we may call —eo, and which stands in the relation —eo < x to every
point x of (—ee, 0]. It may well be that such a sequence could be the temporal sequence of
some possible world. And, if so, then the interval (—eo, 0] could be preceded by an earlier
time, and the disanalogy disappears.

It appears, thus, that local CPs are restricted in an ad hoc way. If we have strong intuitions
in favor of local CPs, then we likewise should accept unrestricted CPs that can be applied
to infinite chains of global aggregates of entities.

3.2. A modal argument for the CP
3.2.1. The basic argument
3.2.1.1. The effect would not have occurred without the cause

I will formulate this argument in terms of the cause of a contingent state of affairs. “States
of affairs” here are understood as concrete things that can stand in causal relations, rather
than as abstracta, and that exist if and only if they obtain. Moreover, I shall assume that
states of affairs are individuated in such a way that in every world where Socrates is sitting
at t, his sitting at , is the very same state of affairs, just as the proposition that he is sitting
at t, is the same proposition in every world. States of affairs are, thus, fine-grained, and
Kripkean essentiality of origins does not hold for them — the state of affairs of Socrates’
sitting at f, is the same state of affairs regardless of what caused it.

The argument now bootstraps its way from the possibility of a cause to the actuality of
a cause. Thomas Sullivan (1994) has tried to find an argument for the CP based on the
idea that a cause was a necessary condition for the effect. While this requirement is too
strong, something in the vicinity of the following fact should be true:
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(29) That C causes E entails that were C not to exist or take place, E would not have taken
place.

Claim (29) is not meant to be a complete analysis of causation, and, anyway, it requires
that in cases of causal overdetermination we describe C carefully, for instance, as a disjunc-
tive state of affairs. But something like this counterfactual claim is certainly a part of our
notion of causation. David Lewis thought that this counterfactual claim was at the root
of a complete analysis of causation, but this further controversial claim will not be
needed."”

Suppose now that an airplane crashes due to metal fatigue in the ailerons. Then the
following nested counterfactual is true:

(30) Were the plane earlier hit by a surface-to-air missile, then the plane would have
crashed and it would have been the case that were the plane not hit by a surface-to-
air missile, the plane would, or at least might, still have crashed.

The plane would or might still have crashed because of the metal fatigue in the ailerons.
Analogously, one might say this. Suppose that an airplane crashes for no reason at all. Then
the following nested counterfactual should be true by parallel to (30):

(31) Were the plane hit by a surface-to-air missile, then the plane would have crashed
and it would have been the case that were the plane not hit by a surface-to-air
missile, the plane would, or at least might, still have crashed.

Presumably, the consequent of the inner counterfactual can be taken to say that the plane
would or might still have crashed for no reason at all. But this results in the absurdity that
in the counterfactual world w where the plane is hit by a surface-to-air missile, and where
no other crash-inducing causes are available (since the counterfactual that moved us to
that world presupposed only one added cause — the surface-to-air missile), it is the case
that were the missile not to have hit, the plane would or might still have crashed, contra-
dicting the fact that the missile is the cause in w of the plane’s crashing. Therefore,
we should reject the possibility of the assumption that an airplane crashes for no reason
at all.

As it stands, the argument may be thought to rest on improperly assimilating the case
where the plane crashes because of no reason at all to the case where the plane crashes for
some specific reason. In the latter case, when we move to a counterfactual world by positing

15. One might argue as follows against Lewis’s more general claim. The recently shown failure of Lewis’s own
semantics for counterfactuals to properly exclude absurd cases of backtracking counterfactuals where the conse-
quent is in the antecedent’s past (Elga 2001; Pruss 2004b) strongly suggests that a semantics for counterfactuals
will have to presuppose an asymmetry between the past and the future. One might further argue that there are
no scientific asymmetries to sufficiently ground an asymmetry of such philosophical significance, and this might
lead one to the Kantian view that the asymmetry in time supervenes on the asymmetry of causation: the past is
just that region of time where (at least most of) the causes of present events are situated and the future is just
that region of time where (at least most of) the effects of present events are situated. But if the asymmetry of
time is presupposed in a semantics for counterfactuals, and the asymmetry between cause and effect is presup-
posed in the asymmetry of time, then at the pain of circularity one cannot analyze causation in terms of
counterfactuals.
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a new cause, we generate a case of overdetermination, and hence a case where the effect
would still happen even without the new overdetermining cause. But in the case where the
plane crashes because of no reason at all, the counterfactual world where a cause is posited
is a world where there is only one cause, and hence the counterfactual that were the cause
not to have occurred the effect would not have taken place is intact.

3.2.1.2. What can have a cause, does

We will see, however, that we can make a variant of the said argument into a valid and
plausible argument for a CP. We will need a certain precise version of the observation that
were the cause to have taken place, the effect would not have. This version says that if a
state of affairs E is in fact caused by C, then E would not have occurred were no cause of
E to exist:

(32) (C causes E) = ((~3D (D causes E)) 03— E did not occur),

where “p O— q” stands for “were p to hold, g would hold,” and where “=” marks entail-
ment. We will also need a might operator: “p ¢— q” will stand for “were p to hold, g might
hold” The two operators are related as follows: (pB— q) & ~(p ¢— ~q).

Premise (32) takes into account the possibility of overdetermination, where more than
one state of affairs takes place, each of which is sufficient to cause E. It also takes into
account the possibility that perhaps, were C not to have occurred, some other state of affairs
D would have caused E. For instance, if members of some group are asked to volunteer to
execute a traitor, then it might well be that Jones’s shooting the traitor causes the death of
the traitor, although were Jones not to have shot the traitor, someone else would have, and
hence the traitor would still have died.

I shall now argue that if E is a state of affairs that can have a cause, then E is a state of
affairs that does have a cause. Since every step in the argument will be a conceptual truth
if the argument works, it will follow that if E has a cause in one possible world, then in
every world in which E takes place, E has a cause.

David Lewis proposed the following analysis of counterfactuals for a possible proposi-
tion p: p O—> q holds providing there is a (p&q)-satisfying world that is more similar to
the actual world than any (p&~q)-satisfying world is (Lewis 1986, sec. 1.3). While this
analysis is, doubtless, not correct in all its details,' the intuitive idea of a connection
between counterfactuals and possible worlds should remain. When we try to see whether
pO— q is true, we move to worlds relevantly similar to our world, but in which p holds,
and see whether g holds in all such worlds. What features we must carry over from the
actual world to the counterfactual world for it to count as “relevantly similar” is a difficult
question. One might well say that, to the extent that p allows, one needs to carry over laws
of nature and the past of p, while Lewis insists that “relevant similarity” has to do with
being as similar as possible to the actual world. If, on the other hand, we think that there
is some world relevantly similar to our world in which p holds but q does not, then we say
that were p to hold, g might not hold.

16. See, for instance, Edgington (1995), Elga (2001), and Pruss (2004b, 2007). See also Section 3.2.2.1,
below.
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In modal logic, the Brouwer Axiom, which is entailed by S5, says that if a proposition
p is actually true, then necessarily that proposition is possible. In terms of accessibility, this
says that if we were to move to a world accessible from the actual world, the actual world
would be accessible from that world: the accessibility relation is symmetric. But perhaps
the best intuitive way to think about the Brouwer Axiom is to think of it as encapsulating
the observation that in any nonactual situation we might consider, the events of the actual
world remain relevant as alternative possibilities.

There is an analogue of this observation in the case of counterfactuals:

(33) (g &p &M~p)D (~pB— (po—9)),

where M indicates metaphysical possibility. If we actually have both p and g holding, and
then move to a relevantly similar world w in which p does not hold, so as to evaluate a
counterfactual with antecedent ~p, the events of the actual world are going to be relevant
for the evaluation of counterfactuals in w. Hence, if we ask in w what would happen were
p to hold, we need to say that g might happen, since g in fact happens in the actual
world.

Consider how (33) plays out in some paradigmatic cases. Suppose p claims that Jones
freely chose to set fire to a barn and g claims that Jones was arrested. Then, were Jones not
to have set fire to the barn, it would certainly have been true that were he to have set fire
to the barn, he at least might have been arrested. In the case where p reports the occurrence
or nonoccurrence of some punctual event in time, we can think of the space of possibilities
as a branching structure. Were p not to have occurred, we would have gone on a different
branch from the one we had in fact gone on. But were we to have gone on that branch, it
would have been true that were p to have occurred, things might have gone just as they
have actually gone. The fact that things have gone a certain way witnesses to the relevant
possibility of them going this way. In this sense, (33) is an analogue to the Brouwer
Axiom.

We also need two further obvious axioms dealing with counterfactuals, where “=" is
entailment:

(34) (p=q9) =(@o—q)
(35) (po—q) & (po— ~q)) = ~Mp.

Entailment relations are stronger than counterfactual conditionals, and it cannot be that
both g would hold were p to hold and ~g would happen were p to hold, unless p is itself
impossible.

But now (33)—(35) imply that anything that can have a cause does have a cause. Let g
be the true proposition that event E occurs, and suppose that E can have a cause. For a
reductio, let p be the true proposition that there is nothing that causes E, that is, ~3D (D
causes E). However, since E can have a cause, M~p. Thus, by the Brouwer analogue (33),
we have:

(36) ~pB—=(po—q).

Let w be any possible world at which ~p holds. Then, w is a world at which E has a cause.
Since nonexistent and nonoccurrent things can neither cause nor be caused, E occurs at w,
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as does a cause, call it C. Applying (32), we see that it is true at w that were no cause of E
to have existed, E would not have occurred, that is, it is true at w that p @— ~q. Since this
is true at every world at which E has a cause, that is, at every world at which ~p holds, it
follows that:

(37) ~p=(po—~q).
But p o— ~q is equivalent to ~(p ¢— g). Thus, by (34):
(38) ~po—~(po—q).

By (35) and (36) it follows that ~Mp. But p was assumed to be true, and true propositions
are possible, and hence absurdly ~Mp and Mp.

Thus, the assumption for the reductio is false, and so p is false. Hence, there is a cause
of E.

This is enough to show that Humeans are wrong to think that a brick could come
into existence for no cause at all. For it is plain that there can be a cause of the state
of affairs of a brick’s coming into existence at t, and hence by the argument, there is such
a cause.

It is plausible that for any physical kind of object identified de dicto and in a positive
way, such as a galaxy containing exactly n stars and having total mass M, the state of affairs
of that kind of object existing can have a cause, and hence does. Similarly, if we have a
positive de dicto description D of all the physical stuff in the universe, it seems that it ought
to be possible for there to be a cause of the state of affairs described by D. For instance, we
could imagine D being satisfied in a larger world w* where D describes a proper part P of
the contents of w*, a proper part that has a cause in another proper part Q of the contents
of w*, where Q might not actually exist in the actual world. That the description D is posi-
tive is important, since a nonpositive description could rule out the existence of Q, for
example, by saying that there is nothing outside of what D describes.

From such considerations, we get a CP for physical objects, and by the same reasoning
for causal chains of physical objects (surely there could be a cause of the whole chain).
And this can yield a cosmological argument for a nonphysical being (see Section 4.2,
below).

But let us slow down for a moment, and try for a more expansive result.

3.2.1.3. Which contingent states of affairs can have a cause?

If I could argue that all contingent states of affairs can have causes, then a CP for contingent
states of affairs would follow from the conclusion of the previous section. However, there
are several concerns about this idea.

A contingent state of affairs that contains a part that obtains necessarily perhaps cannot
be expected to possibly have a cause. We do not expect the state of Socrates’ having existed
in a world without square circles to have a cause. Consider now the notion of a wholly
contingent state of affairs, that is, one that has no component part that is necessary. Thus,
the state of affairs of Socrates’ having existed is wholly contingent, but the state of affairs
of Socrates” having existed in a world that has no square circles is not wholly contingent.
On a plausible set of mereological axioms for states of affairs, one can establish that
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every contingent state of affairs S contains a maximal wholly contingent part S* such that,
necessarily, S obtains if and only if $* does.”” We can now reasonably expect the possibility
of causes for the wholly contingent substates.

A second problem is that if essentiality of origins holds, then that the state of affairs of
Socrates’ existing can have a cause immediately implies that the state of affairs does have a
cause, since a cause of the state of affairs will presumably have to be a cause of Socrates,
and hence will have to exist in every world where Socrates does. So if essentiality of origins
holds, the atheist is likely not to grant that all contingent states of affairs can have causes.
(Note that essentiality of origins could, in principle, hold for an uncaused being — such a
being would then be essentially uncaused.)

Likewise, the smart atheist is likely not to grant that, in general, nonpositive contingent
states of affairs can have causes, since granting that would yield the existence of a neces-
sarily existent, causally efficacious being too quickly. For instance, the atheist is likely to
think that there is a possible world that consists of only a single photon, and no necessarily
existent, causally efficacious beings. But then, consider the state of affairs of there being
one photon and nothing else. That state of affairs cannot have a cause, since that cause
could not be the photon on pain of circularity and could not be anything else on pain
of contradiction.

Consider now the following pair of claims:

(39) 1If all wholly contingent, positive states of affairs that do not de re involve entities
for which essentiality of origins holds have causes, then all wholly contingent, posi-
tive states of affairs have causes.

(40) Every wholly contingent, positive state of affairs that does not de re involve contin-
gent entities for which essentiality of origins holds can have a cause.

Claim (40) is an extension of the observation that states of affairs of the existence of
de dicto described physical entities all can have causes. There is no reason to limit that
observation to physical entities. If there can be a ghost that is 7-feet tall, then there can be
a 7-foot tall ghost with a cause.

17. Koons (1997, Lemma 2) shows that every contingent state of affairs (“fact” in his terminology) contains a
wholly contingent part. Let S* be the aggregate of all wholly contingent parts of S. Note that $* must itself be
wholly contingent. For suppose, for a reductio, that it has a necessary part N. Then N has to overlap at least one
of the wholly contingent parts of S, since every part of an aggregate must overlap at least one of the aggregated
things. Thus, N will have a part in common with a wholly contingent part P of S. Thus, there will be a part Q
that N and P will have in common. Any part of a necessary state of affairs is necessary (Koons 1997, Lemma 1),
and so Q is necessary, contrary to the claim that P is wholly contingent, which is absurd. So §* is wholly contin-
gent. Moreover, it is a maximal, wholly contingent part of S. The only remaining question is whether it is the case
that, necessarily, S obtains if and only if $* does. One direction is clear: necessarily, if a state of affairs obtains, so
do its parts, so, necessarily, if S obtains, so does S*. For the converse, let N be the aggregate of all necessary parts
of S. Clearly, N is itself necessary. Let $** be the aggregate of N and S*. Since N is necessary, necessarily if S*
obtains, so does S**. If we can show that $** =S, it will follow that, necessarily, if S* obtains, so does S. For a
reductio, suppose that $** is not equal to S; then there is a U that overlaps one but not the other (Koons 1997,
Axiom 3). Since $** is a part of S, it must be that U overlaps S but not $**. But then, let V be a part that S and
U have in common. If V is contingent, it will have a wholly contingent part (Koons 1997, Lemma 2), and this
part will then be a part of $**, and so V will overlap $**, and hence so will U, which contradicts what was already
said. So V must be necessary. But then V'is a part of N, and hence overlaps $**, and hence U overlaps $**, which
again contradicts what was already said.
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I now argue for (39). Say that a kind of entity is “essentially origined” if essentiality
of origins holds for that kind of entity. I claim that any contingent state of affairs S that
does de re involve essentially origined entities has an associated state of affairs S that does
not. We obtain S’ by taking a canonical description D of S in some ideal language and
Ramseyfying it as follows. If the description D made reference to essentially origined enti-
ties ey, €, ..., so that D= D(e,, ey ...), then let E; be the maximally specific, positive
description of e; that does not involve the de re occurrence of any essentially origined enti-
ties (I shall assume there is a unique maximal description, since we can just conjoin any
descriptions that meet the criteria other than maximality). A positive description is one
such that the state of affairs of its being satisfied is a positive state of affairs. Descriptions
that use words such as “unique” are not positive. And now we can Ramseyfy by letting
D' be:

(41) dx3x, ... (D(xy, % .. .) & Ei(x)) & Ex(x,) & .. 0).

Finally, let S be the state of affairs described by D'.

Say that a world is “nice” if every pair of distinct essentially origined entities in that
world differs in the maximally specific, positive, definitive descriptions that do not involve
the de re occurrence of any essentially origined entities. On a plausible way of understand-
ing Leibniz’s doctrine of identity of indiscernibles, any world for which identity of indis-
cernibles holds is a nice world. It is very plausible that our world is nice — it seems very
likely that our world, in fact, lacks indiscernibles.

Now, plausibly, in a nice world, a cause C of S’ is also going to be a cause of S. First of
all, C will be the cause of everything in S except maybe of the numerical identities of the
satisfiers of D being what they, are since perhaps different individuals could play the same
roles and satisfy D(x,, x,, . . .). But, plausibly, there is no further step in causing particular
individuals to occupy roles. Sophroniscus and Phainarete were causes of the existence of a
philosopher executed by hemlock. There was nothing further that they did to cause the
existence of Socrates. Moreover, if we include all of the causes of S" in C, then the numerical
identities of the essentially origined individuals will also be taken care of, since it is plausible
that for essentially origined entities, once their full causes have been given, their identity
is thereby explained.

Therefore, (39) holds in nice worlds, and our world seems to be nice.

To amplify on the argument, observe that there are three plausible kinds of entities, with
“entity” broadly understood, that might be essentially origined: substances, events, and
some natural kinds. We might be a bit more worried about natural kinds. If all natural
kinds were essentially origined, then the maximal descriptions introduced in the Ramsey-
fication would be unable to include reference to natural kinds, and that might make the
descriptions not be specific enough to ensure niceness of our world. However, plausibly,
only some natural kinds are essentially origined. The thesis of essentiality of origins for
natural kinds is highly implausible for basic kinds such as electron, star, and organism.
Suppose the first electron, star, or organism could have arisen from a different cause. It
would perhaps be a numerically different electron, star, or organism (respectively) from
the first one in our world, but it would nonetheless still be an electron, star, or organism
(respectively). Let us suppose that electrons arose from collisions between certain other
particles. Then even had these collisions happened earlier or later, and had different indi-
viduals been involved in the collisions, it would still be electrons that arose. The only natural
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kinds for which essentiality of origins is plausible are biological taxa defined in evolution-
ary terms. It is somewhat plausible that had an animal with a different evolutionary history
had the same DNA as the first horses, that animal would not have been a horse. But the
limitation on descriptions that they do not involve taxa defined in evolutionary terms is
not much of a limitation for our purposes — we can use phenotypic or genotypic descrip-
tions instead, and if these are maximally specific, we will capture sufficient detail for the
purposes of niceness.

And it seems that typical substances and events of our world can be captured by positive
de dicto descriptions quite well. This may not capture their numerical identity, but it gives
a maximal description strong enough that we would say that the cause of that description’s
being satisfied is the cause of the entity.

Now, given the conclusion of the previous section, together with (39) in nice worlds as
well as (40), we get the claim that all wholly contingent, positive states of affairs in nice
worlds have causes. But it is highly plausible that if the CP holds in nice worlds for wholly
contingent, positive states of affairs, it also holds in non-nice worlds. The niceness condi-
tion is a version of the identity of indiscernibles. It would be odd indeed if there could not
be a world consisting of a single uncaused brick, but there could be a world consisting of
two indiscernible uncaused bricks. Hence, plausibly, the CP holds in all worlds for all
wholly contingent, positive states of affairs.

One objection to this line of argument is that if libertarianism holds, it seems that
states of affairs such as of George’s freely choosing A are wholly contingent and positive,
but cannot have a cause. One may worry whether freely choosing can be part of a positive
state of affairs, since perhaps it entails the absence of external compulsion; but whether
that worry is a good answer to the objection is unclear because many libertarians may
accept that freedom is an intrinsic property of an action, and the absence of external
compulsion is only relevant insofar as external compulsion would remove something
from the intrinsic character of the action. However, the libertarian can say that the state of
affairs of George freely choosing A has a cause. Maybe George is the cause. Or maybe
George’s making a choice between A and B while impressed by reasons R is the cause.
Whether this cause provides a sufficient explanation of George’s freely choosing A is a
further question (see Section 2.3.2.3, above), but the mere claim of the existence of a cause
is plausible.

3.2.2. Back to the PSR

If we do grant that causes always yield explanations, we can do even better than a CP on
the given assumptions — we can get the PSR, supposing that the arguments previously
outlined have successfully established the following claim:

(42) Necessarily, all wholly contingent, positive states of affairs have causes.

This is not only a CP, but it seems to entail the necessary truth of a PSR for positive propo-
sitions, that is, propositions that report positive states of affairs. For if p is a proposition
reporting a positive state of affairs S, we can let $* be the maximal, wholly contingent part
of S. Recall that, necessarily, S obtains if and only if $* does, and by (42), $* has a cause C.
Hence, we can explain the obtaining of S* as follows: S obtains because $* has a cause C
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and because contingent states of affairs obtain if and only if their maximal, wholly contin-
gent substates do. If one objects that the noncontingent substates of S have not been
explained, we can instead say that their obtaining is explained by the necessity of their
obtaining or that they are self-explanatory, or stipulate that we are talking about explaining
things modulo necessary truths, or perhaps hope that there is some way in which ultimately
even the necessary truths all have explanations in terms of self-explanatory necessary truths
(such as that each thing is identical with itself).

But now the necessary truth of a PSR for positive contingent propositions entails the
necessary truth of a PSR for negative contingent propositions, where a negative proposition
is the denial of a positive one. For if p is a negative contingent proposition, we can explain
why p holds as follows: p holds because (a) there is nothing to explain why not-p holds,
and (b) not-p is a positive contingent proposition, while (c) necessarily all positive contin-
gent propositions that hold have explanations. This explanatory scheme is a variant of the
scheme: E did not take place because no cause of E took place (see the discussion of the
dog that did not bark in Section 2.3.2.2).

Finally, it is plausible that once we have explained all the positive contingent proposi-
tions and all the negative ones, then all contingent propositions will thereby have been
explained, since their truth-values should supervene, in an explanation-preserving way, on
the truth-values of the positive and negative ones.

This argument has an interesting consequence. I have argued (Pruss 2004a) that if we
reject the PSR because we think that it has some counterexamples, such as the BCCF
according to the van Inwagen argument, we should instead accept the restricted PSR
(R-PSR):

(R-PSR) Every proposition that possibly has an explanation actually has an explanation.

Now, since the R-PSR claims to be a metaphysical principle, we should take it to be a neces-
sary truth. We are now, however, in a position to see that the necessity of the R-PSR actually
entails the PSR, if the arguments of the preceding section are successful. The argument is
easy. The previous section shows, independently of any CP, that every wholly contingent,
positive state of affairs can have a cause. Hence:

(43) Necessarily, every proposition reporting a wholly contingent, positive state of affairs
can have an explanation.

The R-PSR then entails that it does have an explanation. But the same argument that shows
that (42) entails the PSR also shows that (43) does so as well.

There is good news and bad news here for the cosmological arguer. The bad news is
that if there are counterexamples to the PSR, there will be counterexamples to the R-PSR,
and so the R-PSR does not make possible a cosmological argument that would work even
if the PSR were false. The good news is that those whose intuitions lead them to accept
that whatever is explainable is explained need to also accept the PSR for all contingent
propositions.

If, on the other hand, the arguments of the preceding section are not successful, then it
seems to be possible to accept the R-PSR without being committed to the PSR. In Section
4.4, 1 will show how to run a cosmological argument for a First Cause based only on the
R-PSR.
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3.2.2.1. The Brouwer analogue

The greatest difficulties in the given modal argument for the CP are with (33). The first
difficulty is that (33) cannot be a conceptual truth on Lewis’s semantics for counterfactuals.
According to David Lewis, p 0—> q is true if and only if either p is necessarily false, or there
is a p&q-world (i.e. a world where p&q holds) closer to the actual world than any p&~g-
world (i.e. a world where p&~¢q holds).

Write Aw for a proposition true at w and only at w. We might take Aw to be the BCCF
of w, or we might take Aw to be the proposition that w is actual. Let g = Aw,, where w; is
the actual world. Let w; be any other world, and let p = ~Aw,. Then, q & p & M~p holds.
Consider the consequent of (33). This says that there is a ~p-world w at which p ¢— g and
which is closer than any ~p-world at which ~(p ¢— g). In fact, there is only one ~p world,
namely w,. Thus, the consequent of (33) says simply that p ¢— g holds at w,. Now, p o— ¢
is equivalent to ~(p O— ~q). The proposition p O— ~q holds at w; if and only if there is
a p&~g-world that is closer to w, than any p&g-world is. Now, there is only one p&g-world,
namely w,, and a p&~g-world is just a world different from w, and w,. Thus, po— ~¢
holds at w, if and only if there is a world different from w, and w, that is closer to w; than
w; is. Thus, ~(p B— ~q) holds if and only if no other world is closer to w, than w,.

What we have shown is that if (33) holds, then for any world w; other than the actual
world w, the closest world to w; is w,. But this is most unlikely. Moreover, (33) is presented
as a conceptual truth. If it is such, then the said argument should work in all possible
worlds. It follows that for every pair of worlds w and w,, no other world is closer to w than
wy. This is equivalent to the claim that one never has a chain of three distinct worlds w,,
w, and w; such that w, is closer to w, than w; is. But surely there are such chains, and thus
the consequence is absurd. Hence, the assumption that (33) is a conceptual truth leads to
absurdity on Lewis’s semantics.

However, all we need (33) for is the special case where g reports a wholly contingent,
positive state of affairs and p reports the nonexistence of a state of affairs under a certain
description (namely, under the description of being a cause of the state of affairs reported
by g), and it might well be that in those cases (33) could still hold on Lewis’s semantics.
The given counterexample was generated using very special propositions — the proposition
q was taken to be true at exactly one world and the proposition p was taken to be false at
exactly one world. Ordinary language counterfactuals do not deal with such special propo-
sitions, and hence it might be that the intuitions supporting (33) do not require us to make
(33) hold for these propositions, and hence these intuitions are not refuted in the relevant
case by the counterexample.

This, however, is thin ice. One might perhaps more reasonably take (33) to entail a refu-
tation of Lewis’s semantics. In any case, Lewis’s semantics are known to be flawed, especially
when applied to propositions like the ones in the given counterexample. To see one flaw
in them, suppose that w, is the actual world, and we have an infinite sequence of worlds
Wy, Wi, Wi, . ..such that w,,, is closer to the actual world than w, is. For instance, these
worlds could be just like the actual world except in the level of the background radiation
in the universe, with this level approaching closer and closer to the actual level as n goes
to infinity. Let p be the infinite disjunction of the Aw, for n > 0. Fix any n > 0. On Lewis’s
semantics, we then have:

(44) po— ~Aw,.
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For w,,, is a p&~Aw,-world that is closer than any p&Aw,-world, since there is only one
p&Aw,-world, namely w,, and w,,, is closer than it. This implies that it is true for every
disjunct of p that were p true, that disjunct would be false! But, surely, there has to be some
disjunct of p such that were p true, that disjunct might also be true.

Like the counterexample to (33), this counterexample deals with propositions specified
as true at a small (in the case of p here, infinite, but still only countably infinite and hence
much “smaller” than the collection of possible worlds, which is not only not countably
infinite but is not even a set'®) set of worlds. This shows that there is something wrong
with Lewis’s semantics, either in general or in handling such propositions (see also Pruss
2007).

To see even more clearly, although making use of a slightly stronger assumption about
closeness series, that there is a commonality between a problem with Lewis’s semantics and
the Lewisian counterexample to (33), suppose the following principle of density: for any
nonactual world w, there is a nonactual world w* closer to the actual world than w is. This
should at least be an epistemic possibility: our semantics for counterfactuals should not
rule it out. Let w;, be the actual world and put p = ~Aw,. Then, by the principle of density,
on Lewis’s semantics, there is no possible world w such that were p true, w might be actual,
that is, such that p &— Aw. To see this, suppose that we are given a w. First, note that it is
hopeless to start with the case where w is w;, since p and Aw, are logically incompatible.
Next, observe that if w is not w;, then we have p 03— ~Aw. For let w* be any world closer
than w. Then, w* is a p&~Aw-world that is closer than any p&Aw world, there being only
one of the latter, namely w. But if we have p &— ~Aw and p is possible, then we do not
have p o— Aw.

But, intuitively, if p is possible, then there is some world which is such that it might be
actual were p to hold. Lewis’s semantics fails because of its incompatibility with this claim,
on the aforementioned not implausible principle of density, which should not be ruled out
of court by a semantics of possible worlds. Note further that the failure here is precisely a
failure in the case of a might-conditional p o— g with p of the form ~Aw, and g of the
form Aw,, which is precisely the kind of might-conditional that appeared in the analysis
of the putative counterexample to (33). Lewis’s semantics makes too few might-conditionals
of this sort true, and it is precisely through failing to make a might-conditional of this sort
true that it gave a counterexample to (33).

Thus, rather than having run my argument within Lewisian possible worlds semantics,
it was run on an intuitive understanding of counterfactuals, which intuitions do support
(33). It would be nice to have a complete satisfactory semantics for counterfactuals.
Lewisian semantics are sometimes indeed helpful: they are an appropriate model in
many cases. But as we have seen, they do not always work. Other forms of semantics
meet with other difficulties. We may, at least for now, be stuck with a more intuitive
approach.

If we want some more precision here, we might speak as follows. To evaluate po— g
and p o— q at a world w, we need to look at some set R(w,p,q) of “g-relevant p-worlds rela-
tive to w” and check whether g holds at none, some, or all of these. If g holds at all of them,
then po— g and p ¢—> q. If it holds at none of them, then neither conditional is true. If it
holds at some but not all of them, then ~(po—¢g) and po—q. The difficulty is

18. Pruss (2001).
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with specifying the g-relevant p-worlds. Proposition (33) then follows from the claim that
the actual world is a g-relevant p-world relative to every world w which is a relevant ~p-
world relative to the actual world. This is plausible, and somewhat analogous to the
Brouwer Axiom. However, this does not let us embed the discussion in a precise semantics
because we do not have an account of what R(w, p, q) is.

David Manley (2002) has come up with the following apparent counterexample to (33),
which I modify slightly. Suppose our soccer team wins 20 to 0. Then, it is true that the
team won overwhelmingly in the actual world w,. What would have happened had our
team not won? Presumably, the score would have been rather different, say 20 to 20, or 0
to 5, or something like that. Suppose the score is one of these — that we are in a possible
world w, where our team has lost. Then, it is not true that were our team to have won, it
would have won overwhelmingly. If our team in fact failed to win, as at w,, then worlds
where the team wins overwhelmingly are much more distant from our world than
worlds where it wins by a bit. Thus, it is true at w; to say that were our team to have won,
it would have won by a tiny amount. Putting this together, we conclude that were our team
not to have won, then were it to have won, it would have won by a tiny amount. But this
is incompatible with (33), which claims that were our team not to have won, then were it
to have won, it might have won by a tiny amount.

But this account of the situation also relies on David Lewis’s semantics, and again does
so in a context in which Lewis’s semantics fail. For, by this reasoning, if we are in a world
where our team has not won, then we should say that were it to have won, it would have
won by exactly one point. But this need not be true. Perhaps were it to get ahead by a point
at some point in the game, then the other team would have become disheartened and lost
by more. We can even more clearly see the problem in the Lewisian reasoning if we sub-
stitute a game very much like soccer except that its scores can take on any real value: perhaps
instead of a flat one point for a goal, one gets a real-valued additive score depending on
how close to the middle of a goal one hits. Then, by this reasoning, were our team not to
have won, it would be true that were it to have won, it would have won by no more than
1/10 of a point. Worlds where one wins by no more than 1/10 of a point are closer than
worlds where one wins by more than that. But this reasoning is perfectly general, and the
“1/10” can be replaced by any positive number, no matter how tiny. But this is absurd. It
is absurd to suppose that were our team not to have won, it would be true that were it to
have won, it would have won by no more than 10™"* points."”

3.3. An objection: causing the causing

While the van Inwagen objection applies specifically to the PSR, there is a related objection
to CPs. Suppose that our CP applies to all wholly contingent, concrete, contingent states
of affairs. Suppose that state of affairs C causes state of affairs E. It may be that C is neces-
sary (e.g. C might be God’s existing and having such and such values), and thus one cannot
get a regress by asking for C’s cause, but there is a different move available. We can form
a third state of affairs, the state of affairs C, of C’s causing E, and then can ask what causes
C,. It seems plausible that if C is wholly contingent, then so is C,. The object in asking this
question is to generate a vicious regress. Once we gave the cause of C;, we would form the
state of affairs of that cause’s causing C and so on.

19. This is similar to the coat thief example cited in Edgington (1995).
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This problem looks formidable, but the real difficulty lies in choosing from the abun-
dance of possible solutions. For instance, the literature contains Koons’s solution (Koons
1997) on which C, is not a further state of affairs. Instead, C, consists simply in the mereo-
logical sum of C and E. Or one might argue that C, is only partly contingent, since in the
case that interests us C is necessary and in some way enters into C,, and its wholly contin-
gent part C;* might not actually be distinct from E. Further, the scholastics apparently liked
to say that the actuality of the cause qua cause is the effect. A good translation of “the
actuality of the cause qua cause” may be “the cause’s causing,” so if they are right, then the
cause’s causing may not actually be distinct from E.

A different solution is to allow for a regress but to claim that it is not vicious. Not all
regresses are vicious. If p is true, then it is true that p is true and so on. There does not
appear to be any philosophical consensus on which regresses are vicious. A plausible sug-
gestion is that regresses are vicious if they involve a dependence, whether explanatory, causal,
or grounding. Thus, we should reject a theory of truth on which what makes a proposition
true is that it is true that it is true, for then the truth regress would be a grounding regress.
But as long one does not take such a theory of truth, the truth regress is not vicious.

Now, one might think that the causal regress here is an objectionable causal or explana-
tory dependence regress. Why did E happen? Because of C. But why did C cause E? Because
of C,. But why did C, cause C’s causing E? Because of C,. And so on. But it is mistaken to
think that viciousness always occurs. The following seems a coherent account. Ex hypothesi,
the cause of E is C. In particular, the cause of E is not C’s causing E, at least not if that is
an event distinct from C (and if it is not an event distinct from C, the problem disappears).
In the process from C to E, C’s causing E transpires. It is not the case that C’s causing E is
more ultimate causally than C. In fact, one might reasonably say that C causes C’s causing
E, and C causes C’s causing C’s causing E, and so on. These epi-events are not a part of the
causal explanation of E, however.

Granted, we may sometimes explain that E happened not just because of C but because
of C’s causing E. We might, however, question whether this is always a perspicacious expres-
sion of the explanation — recall the fact that we do not say that “He died because he died
of being stabbed” (see Section 2.3.2.2, above).

Given that the question is most interesting in the ultimate case of causation by a First
Cause, and that the cosmological arguer thinks the ultimate case of causation is a case of
agency, it might be good to consider how, on one interpretation of the phrase “C’s causing
E,” this looks for agency. Suppose that x does A on account of reason R. Then the cause of
A is x-who-appreciates-R, or maybe x’s appreciating R. We can now ask why it is that R
was what moved x, or why it is that x who appreciates R does A. After all, x may well also
appreciate other reasons, reasons in favor of some other action, say B. We might ask why
R is the reason that in fact moves x, and one way of putting this question is to ask for the
cause of x-who-appreciates-R’s causing A.

This is at least sometimes a substantive question to which a substantive answer is pos-
sible. Jones joined the Antarctic expedition because he appreciated the value of scientific
discovery. But why was it that his appreciation of the value of scientific discovery moved
him to join the Antarctic expedition, when instead his appreciation of the value of a
congenial climate might have moved him to stay in Kansas? Perhaps it was because of a
higher-order reason. Maybe he judges warmth to be a private bodily good and scientific
discovery to be a nonprivate intellectual good, and he appreciates the value of sacrificing
private bodily goods to nonprivate intellectual ones. In that case, there is a substantive
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answer to the substantive question: the value of scientific discovery moved him to join the
Antarctic expedition because of his appreciation of sacrificing primitive bodily goods to
nonprivate intellectual ones. And, of course, there might be a further question about why
the second-order reason moved Jones.

But it is clear that such explanation will have to come to an end. We do not in fact have
an infinite chain of reasons for every action, finite creatures as we are. And in fact, it is
plausible that sometimes x does A for R, and there is no further answer to the question
why it was that x did A for R, why it was that x-who-appreciated-R did A, beyond the
fact that x appreciated R. Kant’s ideal of being moved by the respect for duty provides
an example of this. Why it is that Kenya, a perfect Kantian agent, kept her promise?
It is because of her respect for duty. And why was Kenya moved by her respect for duty?
Because her respect for duty requires of her that she be moved by reasons of duty. This
sounds circular, but in fact we can see it as a case where respect for duty not only moves
the Kantian to keep her promise but also to keep her promise out of respect for duty. This
would be a case like the one I suggested earlier, where C causes C’s causing E: respect for
duty causes her respect of duty to be the cause of her action. No vicious regress ensues
here, since there is nothing further to explain about why respect for duty moved Kenya
beyond her respect for duty. Respect for duty causes her respect of duty to be the cause of
her concretely action, precisely in and through respect causing that action in the absence
of other causes.

Nor is Kantianism the only kind of case where this happens. Suppose George does
something out of love for his child. It seems quite plausible that not only is love moving
him to benefit the child but also love is moving him to benefit the child out of love. So
cases of agency can, plausibly, have a structure that evades the Regress Problem.

There is a final answer to our Regress Problem, which I think is the best, and it is to
identify C’s causing E with C’s causal activity. Now, in some cases, we can ask for a further
cause of C’s causal activity — we can ask what moved the mover. But what if C’s causal
activity is a necessary being? Then C’s causal activity does not itself fall within the purview
of the CP. Those who accept divine simplicity, with its contention that God is God’s activity,
will likely accept this; if God is simple and a necessary being, his activity must itself be
necessary, being identical with him.

One might say that this cannot be right, at least not in the case closest to the cosmo-
logical arguer’s heart, the case of God’s causing this universe. For if God’s causal activity
is necessary, then God’s causing this universe is necessary, and hence this universe is a
necessary being, which is absurd, besides being contrary to the assumptions of typical
cosmological arguments. But this objection commits a de re/de dicto fallacy. Consider the
argument written out:

(45) C, is God’s causal activity and is a necessary being. (Premise)
(46) C, is God’s causing E. (Premise)

(47) Therefore, God’s causing E is a necessary being.

(48) Therefore, God necessarily causes E.

The fallacy is in the last step, which has essentially the following logical form:

(49) The Fis a necessary being.
(50) Therefore, necessarily, the F exists.
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But this is fallacious if “the F” in (50) is read de dicto, as it must be in the case where F is
“God’s causing E.” The number of eyes of the tallest person is, let us suppose, the number
two and, let us also suppose, that the number two is a necessary Platonic being. But it is
incorrect to conclude that, necessarily, the number of eyes of the tallest person exists, since
that would entail the falsehood that necessarily there is a tallest person (it could be that no
person has a height or that there is a tie).

The inference from (49) to (50) requires that Fness be an essential property of the F. It
is not an essential property of the number two that it be the number of eyes of the tallest
person, and hence the inference fails in that case. Similarly, in the God case, the argument
is only going to work if it is an essential property of God’s activity that it be the same as
God’s causing E. But this proponents of divine simplicity should deny. They should instead
insist that the same activity would count as God’s causing E in those worlds where God
causes E and as God’s causing F in those worlds where God causes F. A very imperfect
analogy for this is that the same act of writing down a sequence of numbers is, in some
worlds, the filling out of a winning lottery ticket and in others the filling out of a losing
lottery ticket. The reason for the imperfection in the example is that in the lottery case, it
does not depend on the act which lottery tickets are drawn, but everything, in some way,
depends on God’s act. But it should be no surprise if there is no close analogue to doctrines
coming from divine simplicity.

The reason for the multitude of responses to the objection is that it is just not clear
what “C’s causing E” picks out. It might pick out the mereological sum of C and E. It
might pick out E. It might pick out something causally posterior to C. To some extent
the details will depend on fine details in the theory of causation, and to some extent
it may simply be a matter of choosing what one means by the ambiguous phrase “C’s
causing E.

4. Toward a First Cause

4.1. Overcoming the Regress and Taxicab Problems

I have defended three principles, each of which is sufficient to overcome the Glendower
Problem: a PSR for contingent propositions, a CP for wholly contingent positive states
of affairs, and a CP not just for individual events/substances but for chains of events/
substances. Now the question is whether they are sufficient to overcome the Regress and
Taxicab problems and yield the existence of a First Cause. I shall argue in the positive,
thereby giving versions of three cosmological arguments by Leibniz, Koons (1997), and
Meyer (1987), respectively. I shall follow these three by giving a fourth argument, due to
White (1979), and another argument based on the ideas in Pruss (2004a), both of which
arguments are based on restrictions of the PSR.

4.1.1. The PSR
4.1.1.1. The basic argument

Consider once again the BCCF p, which was the conjunction of all contingently true
propositions, perhaps with truth-functional redundancy removed. By the PSR, p has an
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explanation, call it g. What is g like? There are two general options. Either g is necessary
or g is contingent. If g is contingent, then it is contained in p, and since g explains p, it
follows that g is self-explanatory. Thus, ¢ must be necessary or else contingent and self-
explanatory. (Here we are, of course, retracing a part of the van Inwagen argument from
Section 2.3.2.1.)

Next, observe that it is plausible that contingent existential propositions ultimately can
only be explained causally. Since p includes many contingent existential propositions, g
must state the existence of one or more causes. If these causes are all contingent substances
or events, then the existence of these causes will be among the contingent existential propo-
sitions in p that are to be explained. But given a set of contingent entities, these entities
can neither collectively nor individually causally explain their own existence. Nothing can
be a cause of itself, pace Descartes. The existence of a cause is explanatorily prior to the
existence of the effect, but nothing can be explanatorily prior to itself.

So the cause must be something necessary, presumably either a necessarily existing
substance or a necessarily occurring event. Plausibly, there can be no events without sub-
stances — events are what happens to substances. A necessarily existing event happens to a
necessarily existing substance. So we do get to a necessarily existing substance.

Moreover, as far as we can tell, there are three ways that something can be explained.
First, one can have a conceptual explanation that explains one fact in terms of a conceptu-
ally connected fact entailing it in an explanatorily relevant way, as when we say Pat’s action
was wrong because it was the breaking of a promise, or that a knife is hot because its mol-
ecules have high kinetic energy. A conceptual explanation of a contingent proposition will
itself involve a contingent proposition, and a nonconceptual explanation will be needed.
We can say that the Queen of England exists because Elizabeth of Windsor is the Queen
of England, a conceptual explanation, but the explanation of the existence of Elizabeth of
Windsor will involve the gametes of the Duke and Duchess of York, and this will not be a
conceptual explanation. Since g is the ultimate explanation of all contingent propositions,
it will not be a conceptual explanation, except perhaps in part.

Second, one can explain things scientifically by citing laws of nature and initial condi-
tions. Now, on some accounts of laws of nature, the laws of nature are contingent
and non-self-explanatory. They will thus have to enter into the explanandum p, but
not the explanans q. Moreover, the most plausible account of laws of nature that makes
them necessary grounds them in the essences of natural objects. But natural objects
are contingent. Hence, even though the laws of nature will be necessary, which laws are
applicable to a given situation will depend on the contingent question of which contin-
gently existing natural objects are involved in the situation. The ultimate explanation
q cannot involve laws grounded in the essences of contingently existing natural objects,
since g explains the existence of contingently existing natural objects. Moreover, the initial
conditions cited in scientific explanations are contingent and non-self-explanatory. But
q is either necessary or contingent and self-explanatory. So g cannot be a scientific
explanation.

The last kind of explanation we know of involves the causal activity of an agent or, more
generally, a substance. The substance will have to be a necessary being, or else it will
absurdly be a causa sui, something that causally explains its own existence (since it explains
all of the BCCF). Hence, the ultimate explanation involves one or more causally efficacious
necessary beings, whom we may call First Causes. Were it not for the Gap Problem, we
could now say et hoc dicimus deum.
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4.1.1.2. Objection 1: explanations in terms of a principle

The main objection here is that perhaps there is some further mode of explanation, one
that is not conceptual, scientific, or agentive. The main actually proposed alternative is
explanation in terms of a metaphysical principle. This principle would have to be different
in kind from run-of-the-mill metaphysical principles such as the Principle of Identity
of Indiscernibles or the Principle of Impossibility of Circular Causation: it must be a
principle capable of explaining the existence of the apparently contingent denizens of
our world.

The best candidate principle is due to John Leslie (2001) and Nicholas Rescher (2000).
I will discuss Rescher’s formulation here. The idea is to explain the BCCF in terms of the
Principle of Optimality: of metaphysical necessity, the best narrowly logically possible
world is actual. However, Rescher’s suggestion is one that the defender of the cosmological
argument need not worry about too much, since it is plausible that the best narrowly logi-
cally possible world is a world that contains God, considered as a maximally great being.
Rescher himself thinks this. And so, in any case, we get the existence of God, albeit in a
somewhat more roundabout way. Leslie does not agree — he opts instead for an infinity of
divine knowers. I suspect Rescher is right in supposing a single deity — any particular
number of deities other than one would seem ad hoc vis-d-vis optimality, while a world
with a single deity has an elegant and valuable unity to it. This is true whether the number
is finite, say 117, or infinite, say &,,;. And if the number is Cantorian “absolute infinity,”
then it does not seem as though one can make any sense of it.

Moreover, it is plausible (although Rescher denies it) that principles need to be made
true by something, and this something must have being. A principle cannot by itself pull
beings into existence out of a metaphysical magic hat, since a principle itself must be true
of something and true in virtue of something.

4.1.1.3. Objection 2: can we form the BCCF?

Forming the BCCF may present set-theoretic concerns. Not every conjunction of proposi-
tions makes sense, as was shown by Davey and Clifton (2001). Modifying their construction
slightly, let p be conjunction of all true propositions that do not contain themselves as
proper subformulas. Then p is true. Let g be the proposition that p is true. Now, either g
is a proper subformula of itself or not, and in either case a contradiction ensues. For if g
is a proper subformula of itself, then it is not a conjunct of p. But the only way g could be
a proper subformula of itself is if it is a subformula of p, since all proper subformulas of
q are subformulas of p. Since g is not a conjunction, the only way it can be a subformula
of p is if it is a subformula of one of the conjuncts of p. Now, g is not a conjunct of p, as
we said. Hence, g must be a proper subformula of one of the conjuncts of p, say of p,. But
p is a proper subformula of ¢, and p, is a subformula of p, so it follows that p, is a proper
subformula of itself, and hence not a conjunct of p, contrary to the assumption. Suppose
on the contrary that g is not a proper subformula of itself. Then it is a conjunct of p, and
hence a proper subformula of itself, and absurdity ensues again.

This argument is a challenge: if some conjunctions do not make sense, how do we know
that the BCCF makes sense? One way to meet the challenge is to try to shift the burden of
proof. A conjunction of propositions should be assumed to make sense unless it is proved
not to.
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Alternately, one might use the strategy of Gale and Pruss (2002) here. Replace the BCCF
by the BCCF¥, which is the conjunction of the following:

(a) all true contingent atomic propositions,

(b) a“that’s all clause” that says that any true contingent atomic proposition is one of these
ones (this clause will involve an infinite disjunction such as in: “for all p, if p is a true
contingent atomic proposition, then p is a, or a, or .. ),

(c¢) all true propositions appearing in the explananda of contingent atomic propositions or
of conjunctions thereof,

(d) all true basic propositions reporting causal relations,

(e) a “that’s all clause” that says that all the actual explanatory relations supervene on the
facts reported in the above conjuncts. (Gale & Pruss 2002, p. 95)

Here, “basic propositions” might be taken to be ones that are not true in virtue of some
more basic propositions’ being true, in the way in which the proposition that George is
human or rhino is true in virtue of the more basic proposition that he is human. Plausibly,
the truth of the BCCF supervenes on that of the BCCF*, and we could probably run our
cosmological argument with the BCCF* in place of the BCCE.

Also, some PSR-based cosmological arguments are not subject to this objection. For
instance, we could ask why there are any contingent beings. It is highly plausible that that
there are contingent beings is itself a contingent proposition. For if it were a necessary
proposition that there are contingent beings, then we would have odd necessary truths such
as that, necessarily, if there are no contingent nonunicorns, then there are contingent uni-
corns. Moreover, the explanation of why there are contingent beings cannot involve the
causal efficacy of contingent beings. But, plausibly, an existential proposition can only be
explained by citing the causal efficacy of something, and hence of a necessary being.

Note that if there is no way of forming something relevantly like the BCCE, then the
van Inwagen objection, which is the main objection to the PSR, fails. So it could be a service
to a defender of the PSR if nothing like the BCCF could be formed, although harder work
would be needed then for running the cosmological argument, perhaps along the lines of
the Gale and Pruss (2002) strategy.

4.1.1.4. Objection 3: the Hume—Edwards—Campbell principle

Hume states:

Did I show you the particular causes of each individual in a collection of twenty particles of
matter, I should think it very unreasonable, should you afterwards ask me, what was the cause
of the whole twenty. This is sufficiently explained in explaining the cause of the parts. (Hume
1907, p. 120)

Paul Edwards (1959) illustrates this with the case of five Inuit on a street corner in New
York. If for each Inuit we gave an explanation of why he or she is there, we would thereby
have explained why they are all there.

We can generalize this to the Hume—Edwards Principle (HEP):

(51) (HEP) In explaining every conjunct of a proposition, one has explained the whole
proposition.
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If the HEP is true, the PSR-based cosmological argument can be blocked. The objector can
simply suggest that one contingent proposition is explained by a second, and the second
by a third, and so on ad infinitum, and thereby the whole BCCEF is explained.

But the HEP is false. The first objection to HEP is that it does not take into account the
fact that there can be more to explaining the conjunction than explaining the conjuncts.
If there were a hundred Inuit on a street corner in New York, individual explanations of
each one’s presence would miss the point of explaining why there are a hundred Inuit all
there. There is a coincidence to be explained. This kind of objection has been pressed, for
example, by Gale (1999, p. 254).

This response is, however, insufficient. First of all, while sometimes explaining the con-
juncts is unsatisfactory as an explanation of the whole, sometimes it is quite satisfactory.
If there are two Inuit there on the corner, then to say that one is there to give a paper on
the cosmological argument at a conference in the hotel at that corner and the other is there
because New York City winter is preferable to Iqaluit winter is likely to be a fine explana-
tion of the conjunction. The cosmological arguer might then be required to show that the
BCCF is in fact a case where an explanation of the conjuncts is insufficient for an explana-
tion of the whole. There are issues as to onus of proof here, but it is better for cosmological
arguer to sidestep them if possible.

The second problem with this response is that while it provides a counterexample to
the HEP, there is a weaker version of the HEP due to Campbell (1996) that these sorts of
examples do not address. Campbell agrees that sometimes we need to do more than explain
the parts to explain the whole. Indeed, there may be a further story, an Inuit conspiracy,
say. However, it might be that the individual explanations of the parts are the whole story
and are the explanation of the whole. If there are a hundred Inuit on the street corner, then
it seems likely that there is a further explanation beyond individual ones. But there might
not be. It could be that it is just a coincidence, and the whole is correctly explained solely
in terms of the individual parts.

This suggests the following Hume—Edwards—Campbell Principle (HECP):

(HECP) For any proposition p such that one has explained every conjunct of a proposition,
one might have thereby explained the whole.

We can take the “might” as epistemic possibility absent evidence of a further explanation.
The HECP is sufficient for blocking the PSR-based cosmological argument. For the defender
of the HECP can say we might have explained the whole of the BCCF by explaining one
proposition in terms of another ad infinitum, and then the onus would be on the cosmo-
logical arguer to provide evidence that there is a further explanation of the BCCEF. But if
one can provide such evidence, one probably does not need the PSR-based cosmological
argument.

However, the HECP is also subject to counterexample, and any counterexample to
the HECP will automatically be a counterexample to the stronger HEP. Perhaps the sim-
plest counterexample is the following (Pruss 1998). At noon, a cannonball is not in
motion, and then it starts to fly. The cannonball flies a long way, landing at 12:01 p.m.
Thus, the cannonball is in flight between 12:00 noon and 12:01 p.m., in both cases
noninclusive.

Let p, be a proposition reporting the state of the cannonball (linear and angular moment,
orientation, position, etc.) at time t. Let p be a conjunction of p, over the range
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12:00 < t < 12:01. I now claim that p has not been explained unless we say what caused the
whole flight of the cannonball, for example, by citing a cannon being fired. This seems
clear. If Hume is right and it is possible for causeless things to happen, then it could be
that there is no cause of the whole flight. But that is just a case where p has not been
explained. To claim that there was no cause of the flight of the cannonball but we have
explained the flight anyway would be sophistry.

But if the HECP is true, then there might be an explanation of p without reference to
any cause of the flight of the cannonball. For take any conjunct p, of p. Since 12:00 < t, we
can choose a time #* such that 12:00 < t* < . Then, p, is explained by p, together with the
laws of nature and the relevant environmental conditions, not including any cause of the
whole flight itself. By the HECP we might have explained all of p by giving these explana-
tions. Hence, by the HECP we might have explained the flight of a cannonball without
giving a cause to it. But that is absurd.”

Perhaps the defender of the HECP might say that it is relevant here that there was a
time before the times described by the p,, namely noon, and the existence of this time is
what provides us with evidence that there is a further explanation. But that is mistaken,
for if there were no noon — if time started with an open interval, open at noon — that would
not make the given explanation of p in terms of its conjuncts, the laws, and the environ-
mental conditions any better an explanation.

The HECP is, thus, false. But there is some truth to it. In the cannonball case, we had
an infinite regress where each explanation involved another conjunct of the same proposi-
tion. Such a situation is bound to involve a vicious regress. The HEP and HECP fail in the
case where the individual explanations combine in a viciously regressive manner. They also
fail in cases where the individual explanations combine in a circular manner. If it should
ever make sense to say that Bob is at the party because Jenny is and that Jenny is at the
party because Bob is, that would not explain why it is that Bob and Jenny are at the party.
A further explanation is called for (e.g. in terms of the party being in honor of George’s
birthday, and George being a friend of Bob), and if, contrary to the PSR, it is lacking, then
that Bob and Jenny are at the party is unexplained. Likewise, if we could explain that
Martha constructed a time machine because of instructions given by her future self, and
that Martha’s future self gave her instructions because she had the time machine to base
the instructions on and travel back in time with, that would not explain the whole causal
loop. How an explanation of the whole loop could be given is not clear — maybe God could
will it into existence — but without an explanation going beyond the two circular causes,
the loop as a whole is unexplained.

Thus, not only is the HECP false in general, but it is false precisely in the kind of cases
to which Hume, Edwards, and Campbell want to apply it: it is false in the case of an infinite
regress of explanations, each in terms of the next.

Interestingly, the HEP may be true in finite cases where there is no circularity. Indeed,
if we can explain each of the 20 particles, and if there is no circularity, we will at some
point in our explanation have cited at least one cause beyond the 20 particles, and have
given a fine explanation of all 20. Granted, there may be worries about coincidence, about

20. This counterexample to HECP makes use of the density of time. Many of the best reasons for doubting the
density of time involve the sorts of considerations about traversing infinity that are at the heart of conceptual
versions of the kalam argument (the Grim Reaper Paradox is the main exception to this). Thus, some of the
people who object to the density of time assumption here will therefore have to worry about the kalam argument,
which is discussed in Chapter 3 of this book.
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whether the whole has been explained, but these worries can, I think, be skirted. For if I
have explained individually why each of a hundred Inuit is at the street corner, and done
so in a noncircular manner, then I have explained why there are a hundred Inuit there.
Now my explanation may not be the best possible. It may not tell me everything there is
to know about how the hundred Inuit got there, for example, through the agency of some
clever manipulator who wanted to get Inuit extras for a film, but it is an explanation. But
that is because the explanation goes beyond the contingent hundred Inuit, if circularity is
avoided.

At this point it is also worth noting that anybody who accepts the possibility that an
infinite regress of contingent propositions be explained by the regressive explanatory rela-
tions between these propositions is also committed to allowing, absurdly, that we can have
two distinct propositions r and g such that r has the resources to explain ¢, g has the
resources to explain r, and where the explanatory relations here also have the resources to
explain the conjunction r&gq. For suppose that we have a regress of explanations: p, explained
by p,, p2 by ps, and so on. Let r be the conjunction of all the odd-numbered p;, and let g
be the conjunction of all the even-numbered p;. Since the conjunction of all p; has been
explained in terms of the individual explanatory relations, by the same token we can say
that r is explained by means of the explanatory resources in g since each conjunct of r is
explained by a conjunct of g (p; being explained by p,; and so on), and g is explained by
means of the resources in r since each conjunct of g is explained by a conjunct of r (pg
being explained by p, and so on). And these relations, in virtue of which r has the resources
to explain g and q to explain r, also suffice to explain r&q.

Quentin Smith has argued that the universe can cause itself to exist, either via an infinite
regress or a circle of causes. However, while he has claimed that such a causal claim would
provide an answer to the question “why does the universe exist?” (Smith 1999, p. 136), he
appears to have provided no compelling argument for that conclusion. Hence, it is possible
to grant Smith that the universe can cause itself to exist via an infinite regress or a circle
of causes while denying that this can provide an explanation of why the universe exists.
Granted, in normal cases of causation, to cite the cause is to give an explanation. However,
when we say that the universe “caused itself to exist” via a regress or a circle of causes, we
are surely using the verb “to cause” in a derivative sense. The only real causation going on
is the causes between the items making up the regress or the circle. If we have such a story,
maybe we can say that the universe caused itself to exist in a derivative sense, perhaps
making use of some principle that if each part of A is caused by a part of B, then in virtue
of this we can say that A is caused by B, but this derivative kind of causation is not the sort
of causation which must give rise to an explanation. For, in fact, regresses and circles do
not explain the whole.”!

21. It is worth noting that Smith’s arguments for circular causation are weak. One argument relies on quantum
entanglement. Smith seems to think that simultaneous but spatially distant measurements of entangled states
could involve mutual causation between the states. But that is far from clear; circular causation is only one pos-
sible interpretation of the data, and how good an interpretation it is depends in large part precisely on the question
whether circular causation is possible. Smith’s more classical example in terms of Newtonian gravitation simply
fails: “There is an instantaneous gravitational attraction between two moving bodies at the instant ¢. Each body’s
infinitesimal state of motion at the instant t is an effect of an instantaneous gravitational force exerted by the
other body at the instant t. In this case, the infinitesimal motion of the first body is an effect of an instantaneous
gravitational force exerted by the second body, and the infinitesimal motion of the second body is an effect of an
instantaneous gravitational force of the first body. This is a case of the existence of a state S1 being caused by
another state S2, with the existence of S2 being simultaneously caused by S1” (Smith 1999, pp. 579-80). This is
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4.1.1.5. Objection 4: can there be a necessarily existent, causally efficacious being?

Perhaps a necessary being is impossible. Abstracta such as propositions and numbers,
however, furnish a quick counterexample to this for many philosophers. However, one
might argue further that there cannot be a causally efficacious necessary being, whereas the
unproblematic abstracta such as propositions and numbers are causally inefficacious.

A radical response to this is to question the dogma that propositions and numbers are
causally inefficacious. Why should they be? Plato’s Form of the Good looks much like one
of the abstracta, but we see it in the middle dialogues as explanatorily efficacious, with the
Republic analogizing its role to that of the sun in producing life. It might seem like a cate-
gory mistake to talk of a proposition or a number as causing anything, but why should it
be? Admittedly, propositions and numbers are often taken not to be spatiotemporal. But
whence comes the notion that to be a cause one must be spatiotemporal? If we agree with
Newton against Leibniz that action at a distance is at least a metaphysical possibility,
although present physics may not support it as an actuality, the pressure to see spatiality
or even spatiotemporality as such as essential to causality is apt to dissipate — the restriction
requiring spatiotemporal relatedness between causal relata is just as unwarranted as the
restriction requiring physical contact.

Admittedly, a Humean account of causation on which causation is nothing but con-
stant conjunction only works for things in time, since the Humean distinguishes the
cause from the effect by temporal priority. But unless we are dogmatically beholden to
this Humean account, to an extent that makes us dogmatically a priori deny the existence
of deities and other nonspatiotemporal causally efficacious beings, this should not
WOITY US.

Moreover, there is actually some reason to suppose that propositions and numbers enter
into causal relations. The primary problem in the epistemology of mathematics is of how
we can get to know something like a number, given that a number cannot be a cause of
any sensation or belief in us. It is plausible that our belief that some item x exists can only
constitute knowledge if either x itself has a causal role in our formation of this belief or if
some cause of x has such a causal role. The former case occurs when we know from the
smoke that there was a fire, and the latter when we know from the sound of a match struck
that there will be a fire. But if something does not enter into any causal relations, then it
seems that our belief about it is in no way affected by it or by anything connected with it,
and hence our belief, if it coincides with the reality, does so only coincidentally, and hence
not as knowledge. Of course, there are attempts to solve the conundrum on the books. But

simply not really a case of circular causation. The infinitesimal motion of each body at t does not cause the
infinitesimal motion of the other body at ¢. Nor does the infinitesimal motion of either body at ¢ cause the gravi-
tational force of either body. Nor does the gravitational force of either body cause the gravitational force of the
other. Rather, the gravitational force of each body partly causes the infinitesimal motion of the other body. Now,
if we throw into the state of each body both its infinitesimal motion and its gravitational force, then we have a
case where a part of the state of each body causes a part of the state of the other body. But that is not really circular
causation, except maybe in a manner of speaking, just as it would not be circular causation to say that if I punch
you in the shoulder while you punch me in the face, a part of my total state (the movement of my arm) causes
a part of your total state (pain in your shoulder) and a part of your total state (the movement of your arm) causes
a part of my total state (pain in my face). For there are four different parts of the total state involved, whereas in
circular causation there would be only two.
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the puzzle gives us some reason to rethink the dogma that numbers can neither cause or
be caused.

But even if abstracta such as numbers and propositions are causally inefficacious, why
should we think that there cannot be a nonabstract necessary being that is causally effica-
cious? One answer was already alluded to: some will insist that only spatiotemporal entities
can be causally efficacious and it is implausible that a necessary being be spatiotemporal.
But it was difficult to see why exactly spatiotemporality is required for causal connections.
(See also Chapter 5 in this volume on the argument from consciousness.)

A different answer might be given in terms of a puzzlement about how there could
be a nonabstract necessary being. The traditional way of expressing this puzzlement is
that given by Findlay (1948), although Findlay may have since backpedaled on his
claims. A necessary being would be such that it would be an analytic truth that this
being exists. But it is never analytic that something exists. If 3x(Fx) is coherent, so is
~3x(Fx). Basically, the worry is caused by the Humean principle that anything that can be
thought to exist can also be thought not to exist. But it is by no means obvious why this
principle should be restricted, without thereby doing something ad hoc, to nonabstract
beings.

Indeed, why should abstract beings alone be allowed as necessary? Why should its neces-
sarily being true that 3x(x is a deity) be more absurd than its necessarily being true that
Jx(x is a number)? Perhaps the answer is that we can prove the existence of a number. In
fact, mathematicians prove the existence of numbers all the time. Already in ancient times,
it was shown that there exist infinitely many primes.

However, these proofs presuppose axioms. The proof that there are infinitely many
primes presupposes a number system, say, with the Peano axioms or set theory. But a state-
ment of the Peano axioms will state that there is a number labeled “0” and there is a suc-
cessor function s such that for any number n, sn is also a number. Likewise, an axiomatization
of set theory will include an axiom stating the existence of some set, for example, the empty
set. If our mathematical conclusions are existential, at least one of the axioms will be so as
well. The mathematical theory ~Jx(x = x) is perfectly consistent as a mathematical theory
if we do not have an existential axiom. Thus, if we are realists about numbers, we are
admitting something which exists necessarily and that does not do so simply in virtue of
a proof from nonexistential axioms.

Of course, one might not be a realist about abstracta. One might think that we do not
need to believe that there necessarily exist propositions, properties, or numbers to be able
to talk about necessarily true propositions or necessarily true relations between numbers
or properties. But if the critic of the PSR had to go so far as to make this questionable
move, the argument against the PSR would not be very plausible.

In any case, not all necessity is provability. We have already seen that the work of Godel
questions the thesis that all necessity is provability or analyticity (cf. Section 2.2.6.2, above).
Kripke (1980), too, has questioned the same thesis on different grounds. That horses are
mammals is a proposition we discover empirically and not one we can prove a priori. But
it is nonetheless a necessary thesis. So is the proposition that every dog at some point in its
life contained a carbon atom.

Now, it is admittedly true that the Kripkean necessities are not necessities of the existence
of a thing. But they provide us with an example of necessarily true but not analytic propo-
sitions. Another such example might be truths of a correct metaphysics, such as that it is
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impossible that a trope exists, or that it is necessary that a trope exists in any world con-
taining at least two material objects that are alike in some way, or that there are properties,
or that there are no properties. But, likewise, it could be that the true system of ontology
entails the existence of God.

Another option for the defender of the epistemic possibility of a necessarily existing
deity is provided by the ontological argument. The ontological argument attempts to show
that from the concept of God one can derive the necessary existence of God. A necessary
being could then be one for which there was a successful ontological argument, although
perhaps one beyond our logical abilities. While the extant ontological arguments might fail
(although see Chapter 10 in this volume), the best ones are valid and the main criticism
against them is that they are question-begging. Thinking about such arguments gives us a
picture of what it would be like for something to have a successful ontological argument
for the existence of something. It could, thus, be that in fact God exists necessarily in virtue
of an ontological argument that is beyond our ken, or perhaps the non-question-begging
justification of whose premises is beyond our ken, while we know that he necessarily exists
by means of a cosmological argument within our ken. We do not, after all, at present have
any good in principle objection to the possibility that a sound ontological argument might
one day be found (cf. Oppy 2006, chap. 2).

4.1.1.6. Objection 5: the Taxicab Problem

Since the First Cause that this cosmological argument arrives at is a necessary being, while
the PSR as defended applies only to contingent states of affairs, the problem of applying
the PSR to the existence of the necessary being does not arise. And even if one defended a
PSR that also applies to necessary beings, one could simply suppose that the being’s exis-
tence is explained by the necessity of its existence, or that there is a sound ontological
argument that we simply have not been smart enough to find yet.

However, a different way to construe the Taxicab Problem is to ask about what happens
when we apply the PSR to the proposition allegedly explaining the BCCE. But this
issue has already been discussed when we discussed the van Inwagen objection to the
PSR. There are two live options at this point. The proposition explaining the BCCF
might be a contingent but self-explanatory proposition. For instance, it might be that
the proposition that a necessarily existing agent freely chose to do A for reason R is self-
explanatory in the sense that once you understand the proposition, you understand that
everything about it has been explained: the choice is explained by the reason and the
fact that the choice is free, and the necessity of the agent’s existence is, perhaps, self-
explanatory, or perhaps explanation is understood modulo necessary propositions.
The other, I think preferable, option is that the BCCF is explained by a necessary proposi-
tion of the form: a necessarily existing God freely chose what to create while impressed by
reason R.

One might continue to press a variant of the Taxicab Objection on this second option,
using an argument of Ross (1969). Granted, it is necessary that God freely chose what to
create while he was impressed by R. Let g be this necessary proposition. Let p be the BCCFE.
Then, even though ¢ is necessary, it is contingent that g explains p (or even that g explains
anything — for if God created something else, that likely would not be explained by his
being impressed by R, but by his being impressed by some other reason). And so we can
ask why ¢ explains p.
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But at least one possible answer here is not particularly difficult. The question comes
down to the question of why God acted on R to make p hold. But God acted on R to make
p hold because he was impressed by R. And God’s acting on R to make p hold is explained
by his making a decision while impressed by R, with its being a necessary truth that God’s
action is explained by R and by every other good reason. So, ultimately, g not only explains
p, but also explains why g explains p. Had God acted on some other reason S that he is also
impressed by to make not-p hold, then we could say that this was because he was impressed
by S. (See Section 2.3.2.3, above.)

And so the PSR-based argument circumvents the Regress and Taxicab problems.

4.1.2. The CP for wholly contingent states

Following Koons (1997), suppose that each wholly contingent state of affairs has a cause.
Form the maximal, wholly contingent state of affairs M as the mereological sum of all
wholly contingent states of affairs. Then, M has a cause C by the CP. Moreover, plausibly,
C is wholly disjoint from M. For suppose that C and M overlapped in some state J. Then,
J would be caused by C. But ] is a part of C, and although a substance can cause a part of
itself, for example, by growing a new limb, it is absurd to suppose that a state of affairs as
a whole can cause a part of itself. One difference here lies in the fact that states of affairs
are nothing but the sums of their constituent states, while substances can cause parts of
themselves by being more than the sum of their parts. So, C and M are wholly disjoint.

But if C and M are wholly disjoint, then C cannot be contingent. For if it were contin-
gent, it would have a nonempty, wholly contingent part (see the argument in Koons 1997),
and that part would then be a part of M.

Thus, the cause of M is a necessary state of affairs. As in the PSR case, plausibly only an
existential state of affairs can cause an existential state of affairs. Hence, C involves the
existence of something. Moreover, it had better involve the existence of a necessary being.
The alternative is that C involves a quantificational state of affairs that says that some being
satisfying a description D exists, where it is a necessary truth that some being satisfies D,
but there is no being b such that it is a necessary truth that b satisfies D. However, such
quantificational states of affairs are unlikely to be genuine causes, just as disjunctive states
of affairs are not causes. Nor is this scenario, with its being necessary that some contingent
being or other exist, plausible.

Hence, once again, we get to a necessary being. If, furthermore, we think that causes can
only function through the causal efficacy of a being, then we get a causally efficacious
necessary being, a First Cause.

The Taxicab Problem here takes the form of asking what causes C to cause M, and this
question has already been discussed in Section 3.3.

We can also modify the argument by only assuming a CP for positive wholly contingent
states of affairs. Assuming the cause of a positive state of affairs is found in a positive state
of affairs, we can again get to a necessary being.

4.2. The CP for chains

We assume in this argument that we are dealing with a kind of causation such that the
causes relation is transitive (if x causes y and y causes z, then x causes z) and irreflexive (x
does not cause x). A causal chain of items is a set S of items totally ordered under the causes
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relation. In other words, if x and y are members of S, then either x = y, or x causes y, or y
causes x. The relata of the causal relation can be concrete things or events or concrete states
of affairs — I shall call these relata “items.” The relevant CP now states that if S is a causal
chain of contingent items, then there is a cause of every item in the chain. If S is a finite
chain, this follows from a CP for individual items — we just take the first item in the chain
and ask for its cause, which cause then is the cause of every item in the chain.

THEOREM 1. Assume the given CP, assume that causation is transitive and irreflexive,
and assume the Axiom of Choice (AC). Suppose there is a set U of all items. Then, for any
contingent item e, there is a necessary being G such that G causes e.

This Theorem was shown by Robert K. Meyer (1987) based on a suggestion of Putnam.
The AC is a technical assumption needed for the proof. The AC states that if B is a non-
empty set of disjoint nonempty sets, then there is at least one set C that has exactly one
member from each of the members of B. The AC is obvious in finite cases. If B = {{1,2},
{3,4}, {0,7,8,9}}, we can just let C = {0,2,3}. Another way to put the AC is to say that the
Cartesian product of nonempty sets is always nonempty. The AC is also equivalent to the
claim that every set can be well ordered, that is, given a total ordering such that every subset
has a least element. One direction of the proof of this equivalence is easy and illustrative
of how the AC works: given a set B of disjoint nonempty sets, let B* be the union of all
the members of B; suppose there is a well ordering on B*; let C be the set each of whose
members is the least member of one of the members of B.

The AC is an assumption most working mathematicians are willing to grant as intui-
tively obvious, although mathematicians being who they are, if they can prove something
without using the AC, they would rather do so. The AC is independent of the other axioms
of Zermelo—Fraenkel set theory, so we cannot expect a proof of it. The difficulty in the AC
is that no procedure for constructing C out of B is given — all we get is the fact that there
is a C satisfying the requirements.

Theorem 1 follows quickly from Zorn’s Lemma, which is equivalent to the AC. Zorn’s
Lemma says that if every nonempty chain (i.e. totally ordered subset) S in a nonempty
partially ordered set V has an upper bound (i.e. an element y of V such that x <y for all x
in S), then V has a maximal element. To see that Theorem 1 follows, write “x < y” provided
that either y causes x or y = x. Let U(e) be the set of all items in U that cause e. Suppose
for a reductio that all the members of U(e) are contingent. By the CP, every nonempty
chain S of items in U(e) has a cause y in U. But every item in Ule) is a cause of e, and
hence by transitivity this y will be a cause of e, and thus a member of U(e). Hence, every
nonempty chain in U(e) has an upper bound. Thus, U(e) has a maximal element. Call that
element c. Since every member of U(e) is contingent, ¢ is contingent. Thus, by the CP,
c has a cause, say b. Then by transitivity, b is also a cause of e, and hence a member of U(e).
But then ¢ < b, and hence c¢ is not maximal, contrary to the assumption. Thus, the claim
that all members of U(e) are contingent must be rejected. Thus, e has a noncontingent
cause.

As before, if the Taxicab Problem amounts to asking for the cause of G, the problem
cannot get off the ground, since we only assumed that contingent things had causes.
Now in the case where the items are events, if G’s causing e counts as an event, we can still
ask for the cause of G’s causing e. For responses to this question, we can refer back to
Section 3.3.
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4.3. The Principle of Only Explanation (POE)

White (1979) has proposed a principle that if only one putative explanation can be given
of a phenomenon, that putative explanation is correct. As already mentioned, this is what
Sherlock Holmes means by “when you have eliminated the impossible, whatever remains,
however improbable, must be the truth” (Doyle 1890, p. 93; italics in the original). But only
a necessary being’s causal efficacy can explain global explananda like the BCCE. Hence, a
necessarily existing First Cause exists.

The difficulty with this principle is that it is not clear how one counts putative explana-
tions. Suppose a coroner sees a woman with a wound and can rule out all explanations
except a stabbing with a knife. Does the POE apply? After all, one might say that there is
still more than one explanation available. Maybe the woman was stabbed with a knife
for profit or maybe she was stabbed out of a revenge. If the latter two count as alter-
native explanations and make the POE not applicable, then POE does not apply to
the cosmological case, since more than one set of motives could be assigned to the First
Cause.

Suppose instead that POE still applies in the murder case. Then POE must be under-
stood as follows. If at some specific level of generality only one putative explanation can
be given, then that one explanation must be correct. At one level of generality, we have a
stabbing with a knife. All alternatives to that have been ruled out. Hence, we need to accept
that a stabbing with a knife happened.

However, now POE becomes much more controversial, and it is not clear that it is a
gain over versions of the CP. In fact, for a wide class of items, it implies a CP. For at a very
high level of generality that “a cause caused E” seems to be an explanation, and for a large
class of items E it seems plausible to suppose that no other explanation would be possible.
This last claim requires ruling out conceptual explanations. To do that we would have to
work with the ontologically most basic items, where further conceptual explanations are
impossible so only causal ones are available, and then say that if the most basic items have
causes, so do the less basic ones.

Perhaps more specificity is required than just “a cause caused E.” Maybe “a necessary
being caused E” has that kind of specificity, or maybe we can prove that only God’s
activity could explain the BCCE But significant amounts of work would be needed
here.

And, besides, it is not clear why someone who accepts the POE would deny the PSR.
Supposing that the coroner rules out all explanations other than being poisoned or having
a heart attack, the inference to the claim that the person was either poisoned or had a heart
attack would be just as good as the inference to the claim that she was poisoned if only
that option remained.

4.4. The R-PSR

Recall the R-PSR, which claimed that every proposition that can have an explanation does
have an explanation (see Section 3.2.2). The R-PSR enables a cosmological argument for
one or more necessary beings whose existence explains why there is something contingent.
It certainly does so if, as is claimed in Section 3.2.2, the R-PSR entails the PSR. But it also
does so if that entailment argument fails.
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I do, however, need a technical assumption:

(52) There is a set Q of kinds such that: (a) for no x does x’s being of K, where K is in
Q, depend on anything essentially origined, and (b) every contingent object x is a
member of at least one kind from K.

If the cosmos consists of finitely many contingent objects, as seems fairly plausible empiri-
cally, then (52) is trivially true. Here, “kind” is a technical term. It does not simply mean
a set of objects, but a classification falling under which is explanatorily prior to all
the exercises of the entity’s causal power. Natural kinds like animal and electron are para-
digm instances of this. Whether kind membership is essential is a question we can stay
neutral on.

Now, consider the proposition p that at least one of the kinds in Q has at least one
contingently existing member. I claim that there could be an explanation of p. All we need
to do to see this is to imagine a possible world that has a being that is not a member of
any of the kinds in Q and is not caused into existence by any member or members of any
of the kinds in Q, but which being causes at least one of the kinds in Q to have a member.
The being might be a contingent being, as long as it is not a contingent being that is a
member of any of the kinds exemplified in our world or dependent on any members of
the kinds exemplified in our world. For instance, that being might be an angel or a witch
that brings an electron into existence. Or it might be a necessary being, such as God.

Thus, possibly, p is explained. Thus, by the R-PSR there is an explanation for p. Assum-
ing further that existential propositions about substances can only be explained by the
causal activity of one or more substances, we conclude that there is a set U of substances
whose causal activity explains p. If all of the members of U are contingent, then they are
each a member of at least one kind from Q. Moreover, their kind membership is explana-
torily prior to their causal activity. Thus, no one of these members of U can explain why
it is a member of the kind (or kinds) it is a member of or why the kind (or kinds) that it
is a member of has (have) a member, and hence no one can explain p. Neither can they
collectively explain p, for collective causal powers derive from individual causal powers,
and I have assumed that being the kind of being one is is explanatorily prior to having of
the causal powers one does — one is able to thermoregulate because one is a mammal.

Therefore, at least one member of U is not contingent. But in fact, no contingent
member of U should enter into an explanation of why some kind from Q has a member,
since to have a contingent member of U exercising its causal powers, that contingent
member must already have existed, and thus been a member of some kind from Q. So all
the members of U are necessary beings. Therefore, in fact, one or more necessarily existing
substances explain p through their causal activity.

5. The Gap Problem

5.1. Introduction

The last 50 years have seen significant progress in clarifying the philosophical issues involved
in the Glendower, Regress, and Taxicab problems. Indeed, several rigorous versions of the
cosmological argument are available to overcome these. The Gap Problem has yet to see as



THE LEIBNIZIAN COSMOLOGICAL ARGUMENT 91

much progress. Perhaps the reason is merely sociological. The typical philosophical atheist
or agnostic not only does not believe in God but also does not believe in a necessarily
existing First Cause. The typical philosopher who accepts a necessarily existing First Cause
is also a theist. Thus, there is not much of an audience for arguments that the necessarily
existing First Cause is God. Moreover, it makes sense to proceed in order — first, get clear
on the argument for a necessarily existing First Cause, and only then on the argument that
this is God.

Probably the most important part of the Gap Problem is the question whether the First
Cause is an agent. After all, if the First Causes would have to be nonagentive necessarily
existing substances that randomly spit out island universes, then the conclusion of the
cosmological argument would be incompatible with theism.

In addition to the problem of personhood, there is the question of the other attributes
that God has traditionally been believed to have: uniqueness, simplicity, omniscience,
omnipotence, transcendence, and, crucially, perfect goodness. At the same time, it is quite
reasonable for a defender of the cosmological argument to stop deriving attributes of the
First Cause at some point, and say that the other attributes are to be accepted by a combi-
nation of faith and data from other arguments for the existence of God. In any case, rare
is the Christian cosmological arguer who claims to be able to show that the First Cause is
a Trinity, and indeed Christian theologians may say this is good, since that God is a Trinity
is a matter of faith. Nor does the inability to show by reasoned arguments that the First
Cause has some attribute provide much of an argument against the claim that the First
Cause has that attribute.

There are two general approaches for bridging the gap between the First Cause and God:
inductive and metaphysical. Inductive arguments may claim that supposing that the First
Cause exemplifies some attribute is the best explanation of some feature of the First Cause’s
effects, and in doing so the arguments may reprise the considerations of design arguments.
Typical metaphysical arguments, on the other hand, argue that a First Cause must have
some special metaphysical feature, such as being simple or being pure actuality, from which
feature a number of other attributes follow.

Considerations of space do not, however, allow a full discussion of these arguments, and
of objections to them, so I shall confine the discussion to the barest sketches.

5.2. Agency

One might argue for agency in the causal activity of the First Cause in several ways. In order
to not beg the question as to the number of First Causes, simply stipulatively define “the
First Cause” as the aggregate of all First Causes — it might be a committee or a heap, but
that is fine at this point.

If we got to the First Cause by means of the PSR, then the First Cause’s activity must in
some way explain everything contingent. If one accepts that all explanations of contingent
states of affairs are either scientific, agential, or conceptual — at least these are all the kinds
of explanations we know of, and since the concept of explanation is a concept of ours, we
have some insight into what can and cannot yield an explanation — then one can argue that
the First Cause is an agent. For the First Cause’s activity does not provide a scientific expla-
nation. As far as we can tell, science explains things in terms of contingent causes. Nor does
the First Cause’s activity conceptually explain everything contingent. In contingent reality
we find substances, and the existence of a substance is not conceptually explained by the
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activity of something other than that substance — substances are self-standing. At worst, the
existence of a substance is conceptually explained by the existence of constituent parts, but
if so, then these constituent parts will themselves be substantial. In the end we shall have
to give a nonconceptual explanation, or else to find parts that are necessary. But it is false
that goats and people are made up of necessarily existing parts. So, in the end, a noncon-
ceptual explanation must be given. Hence, the explanation cannot be entirely conceptual.
Since the explanation is not scientific either, it follows that it is at least in part agential, and
hence the First Cause either is or contains a necessarily existing agent, unless there is some
fourth relevant kind of explanation.

Alternately, one might argue that the only way to resolve the van Inwagen problem is
to posit agency in the explanation of the BCCF. Perhaps only agential explanations in terms
of a necessary being combine the two crucial features: contingency of effect and the impos-
sibility of asking for a further explanation of some further contingent fact. However, if one
thinks that nonagential statistical explanations can also have this feature, then this argu-
ment will not impress.

Finally, one can bring to bear the full panoply of design arguments available. The First
Cause is an entity that has produced a universe apparently fine-tuned for life, containing
beauty and creatures attuned to beauty, containing moral obligations and creatures aware
of them; a universe containing conscious beings with free will; and a universe some of
whose contents have objective functions (eyes are for seeing and so on — these kinds of
functional attributions arguably cannot be reduced to evolutionary claims, although there
is a large literature on this controversial claim). We have shown, let us suppose, that there
is a First Cause. The further supposition that the First Cause is a highly intelligent and very
powerful person acting purposively is highly plausible given all this data.

Finally, one might argue for agency on metaphysical grounds. If the metaphysical argu-
ments show that the First Cause has every positive property, then the First Cause will in
particular have knowledge and will, and hence be an agent.

5.3. Goodness

Whether we can argue on inductive grounds that the First Cause is good is a particularly
difficult question in light of all the evil in the world. If the First Cause is an agent, we have
three options to choose from: he is a good agent, an evil agent, or an agent morally in the
middle. I will argue that at least we can dismiss the worst of these options on inductive
grounds.

Here is one set of considerations. We might see evil as ontologically inferior to the good.
For instance, we might see evil as a privation of the good. Or we might see evil as a twisting
of the good: the good can stand on its own axiologically, but evil is metaphysically some-
thing parasitic. Seen from that point of view, evil can never be seen to be the victor. What-
ever power evil has is a good power twisted to bad ends. Human cruelty is only an evil
because human nature has a power of transcending cruelty. Evil can only mock the good
but can never win.

Suppose we do indeed see things this way. Then evil only makes sense against a back-
ground of goodness. And hence, the cause that the universe originates in, since that cause
is the ultimate background, cannot but be perfectly good. If, further, perfect good is stable,
then we might think that this cause still is perfectly good. This will be a metaphysical
argument.
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Moreover, if we see evil as metaphysically inferior to the good, then the idea that the
First Cause is an evil person makes the First Cause be rather stupid, and so we have an
inductive argument against the worst of the three options under consideration. For what-
ever gets created, there will be more good than evil. Behind the twisting of human nature
in a serial killer, there is the good of human nature — if it were not good, and if it were not
in some way metaphysically superior to the evil so as to provide a standard against which
that evil is to be measured, then the twisting would not be an evil. So by creating, the First
Cause makes more good than evil come into existence, and if the First Cause is evil, then
to do that is, well, stupid. But the fine-tuning of the universe suggests that the First Cause
is highly intelligent.

Furthermore, I think it is fair to say that there is much more good than evil in the
human world. Consider the constant opportunities available for malice, opportunities that
would result in no punishment at all. We can assume, with almost total certainty, that if
we ask strangers for the time, they will not look at the time and subtract 10 minutes
just to make sure we are late for whatever appointment we are rushing. Is it not wondrous
that I regularly find myself around many omnivorous animals armed with teeth and guns
(I am in Texas!), but I have not yet suffered serious harm from them? At least on the
assumption that these omnivorous animals were created by an evil being, there would be
some cause for surprise. When the rules of morality are transgressed, rarely are they trans-
gressed wantonly. Granted, there have been genocides of massive proportions. But it is
noteworthy that even there, there tends to be a background that makes the cruelty not be
entirely wanton: a destructive ideology or a vengeful, and often mistaken, justice. The
victims are demonized. This demonization is itself an evil, but it is an evil that underscores
the fact that the victims need to be seen as demonic before most of us will be induced
to be cruel to them. The hypothesis that the First Cause is evil is not a very plausible
one, then.

Whether the hypothesis that the First Cause is good is any more plausible will
depend on how we evaluate the arguments of various theodicies. Some of the aforemen-
tioned considerations might possibly be the start of a theodicy, but that is not what I
intended them for: I intended them merely as data against the hypothesis of an evil First
Cause. On the theodicy front, on the other hand, we might see in freely chosen virtue a
goodness outweighing the evils of vice, and that might lead us to suppose the First Cause
is good.

5.4. Simplicity and beyond

It is at least plausible that if something has parts, then it makes sense to ask why these parts
are united. If so, then the existence of a being with parts cannot be self-explanatory. The
same is true of what one might call “metaphysical parts,” like distinct powers, tropes, and
so on. If we suppose that the First Cause’s existence is self-explanatory, rather than explained
in terms of some further metaphysical principles, then we might well conclude that there
cannot be any composition in the First Cause. Taking this seriously leads to the well-known
difficulties concerning divine simplicity (see Pruss 2008; Brower, 2008), but might also
make possible Aquinas’ solution to the Gap Problem as given in the Prima Pars of the
Summa Theologiae. (Note that this approach requires that we got to the First Cause through
a PSR strong enough to allow us to ask for an explanation of the First Cause’s existence
and of the composition of any elements in the First Cause.)
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Such a Thomistic approach would start by noting that a strong doctrine of divine
simplicity entails that there is no potentiality in the First Cause. Potentiality entails the
possession of modally accidental intrinsic properties, that is, intrinsic properties that one
might not have. But if the First Cause had any modally accidental intrinsic properties, then
there would be the aspects of the First Cause that make true its having its particular con-
tingent intrinsic properties and the aspects of the First Cause that make true its having its
essential properties, and these aspects would have to be different because of the modal
difference here. However, such a distinction would be contrary to a sufficiently strong
doctrine of divine simplicity.

Moreover, Aquinas argues that one of the forms of simplicity that the First Cause has
is a lack of a distinction between it, its essence and its existence, which is that by which it
exists. This assures a kind of aseity: whereas our existence is at least dependent on our
essence and conversely, in God there is no such dependency.

From lack of potentiality, Aquinas derives perfection in the sense of completeness. If
there were something lacking in the First Cause, then the First Cause would have a poten-
tiality for filling in that lack. But this is perhaps a kind of perfection that only metaphysi-
cians will get excited about. If there were a particle that always had exactly the same intrinsic
properties, and could have no others, it would count as perfect in this sense.

Aquinas’ next step is to argue that “the perfections of all things” are found in God
(Aquinas, forthcoming, 1.4.2). Here we start to get something that the ordinary believer cares
about. Aquinas offers two arguments. One of them depends on Aquinas’ ontological system.
Aquinas thinks each thing has existence, which gives it reality, and an essence that delimits
the existence by specifying the kinds of reality that the object has. Thus, our essence specifies
that we exist in respect of an ability to think and choose, as well as in respect of various
physical abilities. In the First Cause, by divine simplicity, there is no essence distinct from
existence to limit that existence, and so existence is found in an unlimited way: every “per-
fection of being” is found in the First Cause. Note that this argument not only yields the
claim that the perfection of every actual being is found in the First Cause but also that the
perfection of every possible being is found there. A full evaluation of this argument would
require an evaluation of Thomistic ontology, and that is beyond the scope of this essay.

Aquinas’ other argument relies on the scholastic axiom that:

the same perfection that is found in an effect must be found in the cause, either (a) according
to the same nature, as when a man generates a man, or (b) in a more eminent mode. ...
(Aquinas, forthcoming 1.4.2)

This axiom is a staple of classic discussions of the existence of God, reappearing in
Descartes’ argument from our idea of God, and used by Samuel Clarke for the same
purpose as in Aquinas. The idea is that a cause cannot produce something with a completely
new kind of positive feature. A cause can produce combinations of positive features it has,
as well as derivative forms of these. This would be a good axiom for cosmological arguers.
But is it true?

Emergentist theories of mind are predicated precisely on a rejection of this axiom, but
it will not do to use them as counterexamples to the axiom, since emergentism is contro-
versial precisely because it allows for nonphysical properties to arise from physical ones in
contravention of our axiom. One might try to find a counterexample to the axiom in evo-
lutionary theory: beings that fly, see, think, walk, produce webs, and so on all come from
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unicellular beings that can do none of these things. But here we should separate out the
mental and the physical properties. It might be argued that there is no qualitative difference
between flying, walking, and making webs, on the one hand, and doing the kinds of things
that unicellular organisms do, on the other. Indeed, perhaps, we can argue that biology
shows that these behaviors just are a matter of lots of unicellular organisms going through
their individual behavioral repertoire, since higher organisms are composed of cells. On
the other hand, whether mental properties can arise from things without them is contro-
versial, and some accounts on which they can do so manage this feat simply by supposing
that mental properties reduce to physical ones. Accounts that do not allow such reduction
make the arising mysterious, and our being mystified here is a testimony to the plausibility
of the axiom.

A different kind of objection to the axiom is an ad hominem one: the axiom is incom-
patible with theism because the peculiar perfections of material objects can only be found
in material objects. Thus, the cause of material objects, God, must either lack some of the
perfections of material objects, in which case the axiom is false, or else God is material,
contrary to theistic orthodoxy. However, the axiom as Aquinas understands it allows that
a more eminent version of a perfection could be found in the cause than in the effect. It
could be that omnipresence is helpful here. Thus, God’s omnipresence could be a more
eminent version both of perfections of shape and movement. Thus, the earth is spherical,
and God is not spherical (pace Xenophanes), but God by his omnipresence is also every-
where where the earth is, and so he has a more eminent version of sphericity. The cheetah
certainly can run fast, whereas God cannot run, but God is always already where the chee-
tah’s run ends, while also being at the starting line.

Unfortunately, these are only defensive maneuvers. It may be that the axiom is self-
evident, but simply asserting its self-evidence will not help those who do not see it as such.
And there has been very, very little attempt in contemporary philosophy to give a good
argument for the axiom. Historically, Samuel Clarke (1823) had tried. His argument was
that if a perfection comes from something that does not have it, then the perfection comes
from nothing, and it is absurd for something to come from nothing. But that argument
misunderstands what opponents of the axiom think: they do not, presumably, think that
the perfection comes from nothing, but from something different in kind from itself.

If we do accept this argument for the First Cause’s having all the perfections of created
things, we can proceed to argue further as follows. The First Cause either is or is not the
First Cause in every nonempty possible world. If it is the First Cause in every possible
world, and these arguments are sound and work in all possible worlds, then in every world,
it is true that the First Cause has all the perfections of the things in that world. Assuming
perfections are intrinsic properties, it follows that what perfections the First Cause has
cannot differ between worlds, since there is no contingency in the First Cause, by simplicity.
Therefore, any perfection the First Cause has in one world, it has in all worlds. Conse-
quently, the First Cause not only has all the perfections of the things that exist in our world
but also all the perfections of the things that exist in any possible world.

Can different worlds have different First Causes? One way to settle this is stipulatively.
Just let the First Cause be the aggregate of all the necessary beings. Any First Cause is a
necessary being, and now our First Cause is indeed the First Cause of every world, and
hence has all the perfections of things that exist in any possible world.

This seems to imply that the First Cause of the Leibnizian cosmological argument is
the same being who is found in the conclusion of ontological arguments for a being
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with all perfections. In particular, if we allow that personhood is a perfection, it follows
that the First Cause either is a person, or has some quality that is even greater than
personhood.

At the same time, the aggregation move that we had made raises the possibility that the
First Cause is a polytheistic committee, having all perfections collectively but with no one
deity having them all individually. If Aquinas is right that in any First Cause there must be
identity between the thing and its existence, and that having all perfections follows from
this identity, then the worry does not arise. If this is not a satisfactory solution, we may
need to employ some other argument for the unity of the First Cause, such as that if there
were multiple necessary beings, we would not expect to see a nomically unified world
(Aquinas, forthcoming, 1.11.3).

From being perfect and having all perfections of things, of course, the sailing is fairly
smooth, just as it is after one has come to the conclusion of an ontological argument.
Aquinas, thus, proceeds to goodness, infinity, omnipresence, immutability, eternity, unity,
knowability, omniscience, and omnipotence.

5.5. Gellman’s argument for oneness and omnipotence

Jerome Gellman (2000) has offered a clever argument from the claim that in every possible
world there is a necessarily existing cause that explains all contingent truths (perhaps a
different one in different worlds) to the claim that there is a necessarily existing cause that
is omnipotent and that explains all contingent truths in every world. The argument is
intricate, and here I shall give a variant that I think is in some ways superior.

If N is a necessary being that explains all the contingent truths of a world w;, I shall call
N “a creator in w.” I shall assume the Iterativeness Postulate (IP):

(IP) If x has the power to gain the power to do A, then x already has the power to do A,
although x might have to take two steps to do A (first acquire a power to directly do
A, and then exercise the power).

It follows from IP that if N is a creator in w, then the powers of N are necessary properties
of N. To see this, for a reductio suppose that w is actual and N contingently has the power
to do A. Then N’s causal activity explains why N has the power to do A, since N’s causal
activity explains all contingent truths. But then explanatorily prior to N’s causal activity,
N had the power to bring it about that it had the power to do A. But by IP, N had the power
to do A explanatorily prior to N’s causal activity, which contradicts the claim that this causal
activity explains the power.

Next, we show that a creator N, in w, and a creator N, in w, must be the same individual.
Suppose first that w, and w;, are distinct worlds. Let p be some contingent proposition true
in w; but not true in w,. Beings N, and N, exist necessarily, and hence both exist in w,. Let
q be the proposition that N,’s causal activity does not explain not-p. This proposition is
true at w; since not-p is false at w, and only true propositions have explanations; on the
other hand, q is false at w,. Since N, is a creator in w), N’s causal activity explains g. There-
fore, N, in w, has the power to make g true, a power it exercises. By what we have already
shown, N, essentially has the power to make ¢ true, and hence it also has this power in w,.
Call this power P;. We can now ask why it is the case at w, that N, fails to exercise this
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power. Since N, is a creator in w,, we must be able to explain N,’s contingent failure to
exercise P, in terms of N,’s causal activity. Therefore, N, at w, has the power to prevent N,
from exercising P,. Call this power P,. By what has already been shown, N, has P,
essentially.

Moreover, N, does not exercise P, at wy, since at w; N, does exercise P;. Why does N,
fail to exercise P, at w;? This must be explained in terms of N,’s causal activity, just like all
other contingent facts about w,. Hence, at w; N, has the power, P;, of preventing N, from
exercising P,. Hence, N, has that power essentially and is prevented at w, from exercising
it by N,. Therefore, arguing as before, N, essentially has the power, P,, of preventing N,
from exercising P;. And so on.

This regress seems clearly vicious, and so we conclude that N, cannot be distinct from
N, (if N, = N,, we can say that what explains N,’s not bringing it about that p at w, is simply
that N, brings it about that not-p at w;, and then we can reference our previous discussions
of libertarian explanations in Section 2.3.2.3, above). But perhaps we can make the argu-
ment work even without going through with the regress. What explains at w), we may ask,
why it is that N, exercised none of its powers to prevent N, from engaging in the kind of
activity it engages in in w? It must be that the explanation lies in the exercise of some
power P by N, in w;. But then N, also had this power in w, and did not exercise it, and its
failure to exercise it must be explained by N,’s exercise of some preventative power Q. But
Q is one of the powers whose exercise in w, is prevented by N,’s exercise of P. Repeating
the argument with the two entities and worlds swapped, we conclude that each of N, and
N, has the power to prevent the other from its preventing the other. But that is, surely,
absurd! (It might not be absurd if N, = N, since in having the power to do A, I have the
power to prevent myself from not doing non-A, but that is likely just because my doing A
is identical with my refraining from doing non-A.)

So, if N is a creator in w; and N, is a creator in w,, then N; = N,. It also follows that
each world has only one creator. For if N, and N, were each a creator in w,, then we could
choose any second world w,, let N; be a creator in w,, and use the said argument to show
that N, = N5 and N, = N, so that it would also follow that N, = N,.

Thus, there is a unique being that essentially has the power to explain every contingent
truth in every world via its causal activity. But, surely, having the power to explain every
possible contingent truth via one’s causal activity implies omnipotence. (We can stipulate
this if need be, and the stipulation will not be far away from ordinary usage.)

There are two difficulties in this line of argument. The first is that it requires that each
world have one being that by itself explains all contingent truth. What if one takes the cos-
mological argument only to establish the weaker claim that there is at least one necessary
being and the necessary beings collectively explain all contingent truths? In that case, the
said argument can still be applied, with “a creator” being allowed to designate a collective
and not just an individual. The conclusion would be that the very same omnipotent col-
lective explains contingent truth in every world. Can there be an omnipotent collective? It
is tempting to quip that there is a conceptual impossibility in a committee’s being omnipo-
tent, since committees always suffer from impotence, say, due to interaction issues within
the committee. There may be something to this quip. How, after all, could a collective col-
lectively be omnipotent? How would the powers of the individuals interact with one
another? Would some individuals have the power to prevent the functioning of others?
These are difficult questions. It seems simpler to posit a single being.
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The second difficulty is that on this argument, the creator’s causal activity explains all
contingent activity, including, presumably, any free choices by creatures. This problem
infects other Leibnizian cosmological arguments. Probably, the way to handle it is to give
a subtler and more careful definition of what it is to be a creator in w. Maybe the First
Cause’s activity does not have to explain all free choices made by everybody; it may simply
have to explain both the prerequisites for all free choices made by any contingent beings,
and everything that does not depend on the free choices of contingent beings? This is
probably all we need for the crucial uniqueness argument.

6. Conclusions and Further Research

The cosmological argument faces the Glendower, Regress, Taxicab, and Gap problems.
Cosmological arguments using a sufficiently comprehensive CP or an appropriate PSR are
able to overcome the Regress and Taxicab Objections. The Glendower Problem of justifying
the explanatory principle is an important one. However, in recent years, a number of argu-
ments for such explanatory principles, as well as weaker versions of these principles still
sufficient for the purposes of the cosmological argument, have been produced. There is, of
course, still much room for research here: for examining arguments for or against the rel-
evant explanatory principles, and for trying to produce cosmological arguments using yet
weaker principles.

What contemporary analytic philosophers have not sufficiently worked on — and what
is perhaps the most promising avenue for future research — is the Gap Problem. There are
both inductive and deductive approaches here. The deductive ones that are currently
known proceed through exciting metaphysical territory of independent interest. The meta-
physics of existence/essence composition involved in Aquinas’ bridging of the gap is fasci-
nating, and the axiom that the perfections of the effect must be found in the cause is one
that needs further exploration, both in connection with the cosmological argument, as well
as in connection with emergentist theories of mind.
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The Kalam Cosmological
Argument

WILLIAM LANE CRAIG AND JAMES D. SINCLAIR

Introduction

The cosmological argument is a family of arguments that seek to demonstrate the existence
of a Sufficient Reason or First Cause of the existence of the cosmos. The roll of the defend-
ers of this argument reads like a Who’s Who of Western philosophy: Plato, Aristotle, ibn
Sina, al-Ghazali, Maimonides, Anselm, Aquinas, Scotus, Descartes, Spinoza, Leibniz, and
Locke, to name but some. Cosmological arguments can be conveniently grouped into three
basic types: the kalam cosmological argument for a First Cause of the beginning of the
universe; the Thomist cosmological argument for a sustaining Ground of Being of the
world; and the Leibnizian cosmological argument for a Sufficient Reason why something
exists rather than nothing.'

The kalam cosmological argument traces its roots to the efforts of early Christian theo-
logians who, out of their commitment to the biblical teaching of creatio ex nihilo, sought
to rebut the Aristotelian doctrine of the eternity of the universe. In his works Against Aris-
totle and On the Eternity of the World against Proclus, the Alexandrian Aristotelian com-
mentator John Philoponus (d. 580?), the last great champion of creatio ex nihilo prior to
the advent of Islam, initiated a tradition of argumentation in support of the doctrine of
creation based on the impossibility of an infinite temporal regress of events (Philoponus
1987; Philoponus & Simplicius 1991). Following the Muslim conquest of North Africa, this
tradition was taken up and subsequently enriched by medieval Muslim and Jewish theo-
logians before being transmitted back again into Christian scholastic theology.’

In light of the central role played by this form of the cosmological argument in medieval
Islamic theology, as well as the substantive contribution to its development by its medieval
Muslim proponents, we use the word “kalam” to denominate this version of the argument.
The Arabic word for speech, kalam was used by Muslim thinkers to denote a statement of

1. This typology has become somewhat standard (Routledge Encyclopedia of Philosophy 1998; cf. Stanford
Encyclopedia of Philosophy 2004a).

2. For an exposition of the argument in its historical context, see Craig (1980), Wolfson (1966), Wolfson (1976),
Davidson (1987), and Dales (1990).
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theological doctrine and eventually a statement of any intellectual position or an argument
supporting such a position. According to the fourteenth-century Muslim theologian al-1dji,
kalam is “the science which is concerned with firmly establishing religious beliefs by adduc-
ing proofs and banishing doubts” (al-Idji 1971). Ultimately, kalam became the name of the
whole movement within Muslim thought that might best be described as Islamic scholasti-
cism. A practitioner of kalam is called a mutakallim (pl. mutakallimun). Jewish theologians
in Muslim Spain, who rubbed shoulders both with the Arabic East and the Latin West, were
the means by which the kalam cosmological argument found its way back into Christian
thought. The subject of extended debate, the argument pitted al-Ghazali against ibn Rushd,
Saadia ben Gaon against Maimonides, and Bonaventure against Aquinas. The debate was
eventually enshrined during the modern era in the thesis and antithesis of Kant’s First
Antinomy concerning time.

After suffering several centuries of eclipse, the argument has enjoyed a resurgence of
interest in recent decades, doubtlessly spurred by the startling empirical evidence of con-
temporary astrophysical cosmology for a beginning of space and time. Kalam philosophical
argumentation for the finitude of the past played a key role in the philosophy of time pro-
pounded by mathematician and cosmologist G. J. Whitrow (1980). As a piece of natural
theology, the kalam argument was revived by Stuart Hackett in his little-noted The Resur-
rection of Theism (1957) and subsequently brought into philosophical prominence by his
student William Lane Craig (1979). Noting the widespread debate over the argument today,
Quentin Smith observes, “The fact that theists and atheists alike ‘cannot leave [the] Kalam
argument alone’ suggests that it may be an argument of unusual philosophical interest or
else has an attractive core of plausibility that keeps philosophers turning back to it and
examining it once again” (Smith 2007, p. 183).

What is the kalam cosmological argument? In his Kitab al-Igtisad, the medieval
Muslim theologian al-Ghazali presented the following simple syllogism in support of the
existence of a Creator: “Every being which begins has a cause for its beginning; now
the world is a being which begins; therefore, it possesses a cause for its beginning”
(al-Ghazali 1962, pp. 15-6). In defense of the second premise, Ghazali offered various
philosophical arguments to show the impossibility of an infinite regress of temporal
phenomena and, hence, of an infinite past. The limit at which the finite past terminates
Ghazali calls “the Eternal” (al-Ghazali 1963, p. 32), which he evidently takes to be a state
of timelessness. Given the truth of the first premise, the finite past must, therefore, “stop
at an eternal being from which the first temporal being should have originated” (al-Ghazali
1963, p. 33).

The argument, then, is extremely simple:’

1.0. Everything that begins to exist has a cause.
2.0. The universe began to exist.
3.0. Therefore, the universe has a cause.

3. In view of the bewildering variety of complex issues raised by cosmological arguments, Oppy cautions that
even before looking at it, we should conclude that so simple an argument cannot plausibly be held to establish its
conclusion (Oppy 2006b, p. 173). But the complexity of the issues involved in assessing the truth of an argument’s
premises does not require, pace Oppy, that the argument itself have “dozens of complex premises.” The supporting
arguments and responses to defeaters of the argument’s two basic premises can proliferate in an almost fractal-like
fashion.
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As a final step one may explore the relevance of this conclusion for theism by means of a
conceptual analysis of what it is to be a cause of the universe. In the sequel we shall examine
each of the steps of the argument, beginning with Premise (2.0), since this is clearly
the more controversial claim and since some attempts to subvert (1.0) are based upon
cosmogonic theories — the discussion of which would be premature prior to their
introduction in our treatment of (2.0).

2.0. Did the Universe Begin to Exist?

The crucial second premise of the kalam cosmological argument has been supported by
both metaphysical and physical arguments. We shall examine two traditional philosophical
arguments against the existence of an infinite temporal regress of events, as well as scientific
evidence in support of an absolute beginning of the universe.

2.1. Argument from the impossibility of an actual infinite

One of the traditional arguments for the finitude of the past is based upon the impossibility
of the existence of an actual infinite. It may be formulated as follows:

2.11. An actual infinite cannot exist.
2.12. An infinite temporal regress of events is an actual infinite.
2.13.  Therefore, an infinite temporal regress of events cannot exist.

In order to assess this argument, we need to have a clear understanding of its key terms.
First and foremost among these is “actual infinite.” Prior to the revolutionary work of
mathematicians Bernard Bolzano (1781-1848), Richard Dedekind (1831-1916), and, espe-
cially, Georg Cantor (1845-1918), there was no clear mathematical understanding of the
actual infinite (Moore 1990, pt. I). Aristotle had argued at length that no actually infinite
magnitude can exist (Physics 3.5.204°1-206°8). The only legitimate sense in which one can
speak of the infinite is in terms of potentiality: something may be infinitely divisible or
susceptible to infinite addition, but this type of infinity is potential only and can never be
fully actualized (Physics 8.8. 263*4—263"3). The concept of a potential infinite is a dynamic
notion, and strictly speaking, we must say that the potential infinite is at any particular
time finite.

This understanding of the infinite prevailed all the way up to the nineteenth century.
But although the majority of philosophers and mathematicians adhered to the conception
of the infinite as an ideal limit, dissenting voices could also be heard. Bolzano argued vigor-
ously against the then current definitions of the potential infinite (Bolzano 1950, pp. 81-4).
He contended that infinite multitudes can be of different sizes and observed the resultant
paradox that although one infinite might be larger than another, the individual elements
of the two infinites could nonetheless be matched against each other in a one-to-one cor-
respondence (Bolzano 1950, pp. 95-6).* It was precisely this paradoxical notion that Dede-
kind seized upon in his definition of the infinite: a system is said to be infinite if a part of

4. Despite the one-to-one correspondence, Bolzano insisted that two infinites so matched might nevertheless be
nonequivalent.
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that system can be put into a one-to-one correspondence with the whole (Dedekind 1963,
p. 63). According to Dedekind, the Euclidean maxim that the whole is greater than a part
holds only for finite systems.

But it was undoubtedly Cantor who won for the actual infinite the status of mathemati-
cal legitimacy that it enjoys today. Cantor called the potential infinite a “variable finite” and
attached the sign oo (called a lemniscate) to it; this signified that it was an “improper infi-
nite” (Cantor 1915, pp. 55-6). The actual infinite he pronounced the “true infinite” and
assigned the symbol X (aleph zero) to it. This represented the number of all the numbers
in the series 1, 2, 3, . . . and was the first infinite or transfinite number, coming after all the
finite numbers. According to Cantor, a collection or set is infinite when a part of it is
equivalent to the whole (Cantor 1915, p. 108). Utilizing this notion of the actual infinite,
Cantor was able to develop a whole system of transfinite arithmetic. “Cantor’s . . . theory
of transfinite numbers . . . is, I think, the finest product of mathematical genius and one of
the supreme achievements of purely intellectual human activity,” exclaimed the great
German mathematician David Hilbert. “No one shall drive us out of the paradise which
Cantor has created for us” (Hilbert 1964, pp. 139, 141).

Modern set theory, as a legacy of Cantor, is thus exclusively concerned with the actual
as opposed to the potential infinite. According to Cantor, a set is a collection into a whole
of definite, distinct objects of our intuition or of our thought; these objects are called ele-
ments or members of the set. Fraenkel draws attention to the characteristics definite and
distinct as particularly significant (Fraenkel 1961, p. 10). That the members of a set are
distinct means that each is different from the others. To say that they are definite means
that given a set S, it should be intrinsically settled for any possible object x whether x is a
member of S or not. This does not imply actual decidability with the present or even future
resources of experience; rather a definition could settle the matter sufficiently, such as the
definition for “transcendental” in the set of all transcendental numbers.

Unfortunately, Cantor’s notion of a set as any logical collection was soon found to spawn
various contradictions or antinomies within the naive set theory that threatened to bring
down the whole structure. As a result, most mathematicians have renounced a definition
of the general concept of set and chosen instead an axiomatic approach to set theory, by
means of which the system is erected upon several given, undefined concepts formulated
into axioms. An infinite set in the Zermelo—Fraenkel axiomatic set theory is defined as any
set R that has a proper subset that is equivalent to R. A proper subset is a subset that does
not exhaust all the members of the original set, that is to say, at least one member of the
original set is not also a member of the subset. Two sets are said to be equivalent if the
members of one set can be related to the members of the other set in a one-to-one corre-
spondence, that is, so related that a single member of the one set corresponds to a single
member of the other set and vice versa. Equivalent sets are regarded as having the same
number of members. This convention has recently been dubbed as Hume’s Principle’ (on
the basis of Hume 1978, bk, L, pt. iii, sec. 1, p. 71). An infinite set, then, is one that is such
that the whole set has the same number of members as a proper subset. In contrast to this,
a finite set is a set that is such that if n is a positive integer, the set has 7 members. Because
set theory does not utilize the notion of potential infinity, a set containing a potentially
infinite number of members is impossible. Such a collection would be one in which the

5. The appellation is due to Boolos (1986-7).
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membership is not definite in number but may be increased without limit. It would best
be described as indefinite. The crucial difference between an infinite set and an indefinite
collection would be that the former is conceived as a determinate whole actually possessing
an infinite number of members, while the latter never actually attains infinity, although it
increases perpetually. We have, then, three types of collection that we must keep conceptu-
ally distinct: finite, infinite, and indefinite.

When we use the word “exist,” we mean “be instantiated in the mind-independent
world.” We are inquiring whether there are extratheoretical correlates to the terms used in
our mathematical theories. We thereby hope to differentiate the sense in which existence
is denied to the actual infinite in (2.11) from what is often called “mathematical existence.”
Kasner and Newman strongly differentiate the two when they assert, “‘Existence’ in the
mathematical sense is wholly different from the existence of objects in the physical world”
(Kasner & Newman 1940, p. 61). “Mathematical existence” is frequently understood as
roughly synonymous with “mathematical legitimacy.” Historically, certain mathematical
concepts have been viewed with suspicion and, therefore, initially denied legitimacy in
mathematics. Most famous of these are the complex numbers, which as multiples of V-1,
were dubbed “imaginary” numbers. To say that complex numbers exist in the mathematical
sense is simply to say that they are legitimate mathematical notions; they are in that sense
as “real” as the real numbers. Even negative numbers and zero had to fight to win mathe-
matical existence. The actual infinite has, similarly, had to struggle for mathematical legiti-
macy. For many thinkers, a commitment to the mathematical legitimacy of some notion
does not bring with it a commitment to the existence of the relevant entity in the non-
mathematical sense. For formalist defenders of the actual infinite such as Hilbert, mere
logical consistency was sufficient for existence in the mathematical sense. At the same time,
Hilbert denied that the actual infinite is anywhere instantiated in reality. Clearly, for
such thinkers, there is a differentiation between mathematical existence and existence in
the everyday sense of the word. We are not here endorsing two modes of existence but
simply alerting readers to the equivocal way in which “existence” is often used in mathe-
matical discussions, lest the denial of existence of the actual infinite in (2.11) be misun-
derstood to be a denial of the mathematical legitimacy of the actual infinite. A modern
mutakallim might deny the mathematical legitimacy of the actual infinite in favor of intu-
itionistic or constructivist views of mathematics, but he need not. When Kasner and
Newman say, “the infinite certainly does not exist in the same sense that we say, ‘There are
fish in the sea’” (Kasner & Newman 1940, p. 61), that is the sense of existence that is at
issue in (2.11).

These remarks make clear that when it is alleged that an actual infinite “cannot” exist,
the modality at issue is not strict logical possibility. Otherwise the presumed strict logical
consistency of axiomatic set theory would be enough to guarantee that the existence of an
actual infinite is possible. Rather what is at issue here is so-called metaphysical possibility,
which has to do with something’s being realizable or actualizable. This sort of modality, in
terms of which popular possible worlds semantics is typically formulated, is often charac-
terized as broadly logical possibility, but here a word of caution is in order. Insofar as by
broadly logical possibility one means merely strict logical possibility augmented by the
meaning of terms in the sentence within the scope of the modal operator, such a concep-
tion is still too narrow for the purposes of the present argument. Such a conception would
enable us to see the necessity of analytic truths in virtue of logic and the meaning of sen-
tential terms used in the expression of these truths (such as “All bachelors are unmarried”),
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but it will not capture the metaphysical necessity or impossibility of synthetic truths,
whether these be known a priori (such as “Everything that has a shape has a size”) or a
posteriori (such as “This table could not have been made of ice”). Broad logical possibility,
then, will not be broad enough for a proper understanding of the argument unless synthetic
truths are among those truths that are classed as necessary.

The fact that the argument is framed in terms of metaphysical modality also has an
important epistemic consequence. Since metaphysical modality is so much woollier a
notion than strict logical modality, there may not be the sort of clean, decisive markers of
what is possible or impossible that consistency in first-order logic affords for strict logical
modality. Arguments for metaphysical possibility or impossibility typically rely upon intu-
itions and conceivability arguments, which are obviously much less certain guides than
strict logical consistency or inconsistency. The poorly defined nature of metaphysical
modality cuts both ways dialectically: on the one hand, arguments for the metaphysical
impossibility of some state of affairs will be much more subjective than arguments con-
cerning strict logical impossibility; on the other hand, such arguments cannot be refuted
by facile observations to the effect that such states of affairs have not been demonstrated
to be strictly logically inconsistent.

Premise (2.12) speaks of a temporal regress of events. By an “event,” one means any
change. Since any change takes time, there are no instantaneous events so defined.
Neither could there be an infinitely slow event, since such an “event” would, in reality,
be a changeless state. Therefore, any event will have a finite, nonzero duration. In order
that all the events comprised by the temporal regress of past events be of equal duration,
one arbitrarily stipulates some event as our standard and, taking as our point of departure
the present standard event, we consider any series of such standard events ordered accord-
ing to the relation earlier than. The question is whether this series of events comprises
an actually infinite number of events or not. If not, then since the universe cannot
ever have existed in an absolutely quiescent state, the universe must have had a beginning.
It is therefore not relevant whether the temporal series had a beginning point (a first tem-
poral instant). The question is whether there was in the past an event occupying a nonzero,
finite temporal interval which was absolutely first, that is, not preceded by any equal
interval.®

With these explications in mind, let us now turn to an examination of the argument’s
two premises.

2.11. Existence of an actual infinite

Premise (2.11) asserts that an actual infinite cannot exist in the real world. It is frequently
alleged that this sort of claim has been falsified by Cantor’s work on the actual infinite and
by subsequent developments in set theory, which provide a convincing demonstration of
the existence of actual infinites. But this allegation is far too hasty. It not only begs the
question against denials of the mathematical legitimacy of the actual infinite on the part
of certain mathematicians (such as intuitionists), but, more seriously, it begs the question
against anti-Platonist views of mathematical objects. These are distinct questions, all too

6. This criterion allows that there may be events of shorter duration prior to the first standard event. By stipulat-
ing as one’s standard event a shorter interval, these can be made arbitrarily brief.
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Mathematical objects

Exist Meaningless question Do not exist
(realism) (anti-realism)

As abstract objects As concrete objects
(Platonism) Figuralism

nventionalism o
Conventionalis Constructibilism

Deductivism Structuralism
Fictionalism
Physicalism Conceptualism
Human Divine

Figure 3.1 Some metaphysical options concerning the existence of abstract objects.

often conflated by recent critics of the argument (Sobel 2004, pp. 181-9, 198;9; Oppy 20064,
pp- 291-3; cf. Craig, 2008). Most non-Platonists would not go to the intuitionistic extreme
of denying mathematical legitimacy to the actual infinite — hence, Hilbert’s defiant declara-
tion, “No one shall be able to drive us from the paradise that Cantor has created for us”
(Hilbert 1964, p. 141) — rather they would simply insist that acceptance of the mathematical
legitimacy of certain notions does not imply an ontological commitment to the reality of
various objects. Thus, in Hilbert’s view, “The infinite is nowhere to be found in reality. It
neither exists in nature nor provides a legitimate basis for rational thought. . .. The role
that remains for the infinite to play is solely that of an idea” (Hilbert 1964, p. 151). Cantor’s
system and axiomatized set theory may be taken to be simply a universe of discourse, a
mathematical system based on certain adopted axioms and conventions, which carries no
ontological commitments. In view of the plethora of alternatives to Platonism (Figure 3.1),
critics of the argument cannot justifiably simply assume that the language of mathematics
commits us ontologically to mind-independent entities, especially to such obscure objects
as sets.

On antirealist views of mathematical objects such as Balaguer’s fictionalism (Balaguer
1998, pt. II; 2001, pp. 87—114; Stanford Encyclopedia of Philosophy 2004b), Yablo’s figuralism
(Yablo 2000, pp. 275-312; 2001, pp. 72—102; 2005, pp. 88—115), Chihara’s constructibilism
(Chihara 1990, 2004; 2005, pp. 483-514), or Hellman’s Modal structuralism (Hellman
1989; 2001, pp. 129-57; 2005, pp. 536—62), mathematical discourse is not in any way
abridged, but there are, notwithstanding, no mathematical objects at all, let alone an
infinite number of them. The abundance of nominalist (not to speak of conceptualist)
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alternatives to Platonism renders the issue of the ontological status of mathematical entities
at least a moot question. The Realist, then, if he is to maintain that mathematical objects
furnish a decisive counterexample to the denial of the existence of the actual infinite,
must provide some overriding argument for the reality of mathematical objects, as well as
rebutting defeaters of all the alternatives consistent with classical mathematics — a task
whose prospects for success are dim, indeed. It is therefore open to the mutakallim to hold
that while the actual infinite is a fruitful and consistent concept within the postulated
universe of discourse, it cannot be transposed into the real world.

The best way to support (2.11) is by way of thought experiments that illustrate the
various absurdities that would result if an actual infinite were to be instantiated in the real
world.” Benardete, who is especially creative and effective at concocting such thought
experiments, puts it well: “Viewed in abstracto, there is no logical contradiction involved
in any of these enormities; but we have only to confront them in concreto for their outra-
geous absurdity to strike us full in the face” (Benardete 1964, p. 238).°

Let us look at just one example: David Hilbert’s famous brainchild “Hilbert’s Hotel.”
As a warm-up, let us first imagine a hotel with a finite number of rooms. Suppose,

7. Ludwig Wittgenstein nicely enunciated this strategy when, in response to Hilbert’s solemn declaration, he
quipped, “I wouldn’t dream of trying to drive anyone from this paradise. I would do something quite different:
I would try to show you that it is not a paradise — so that you’ll leave of your own accord. I would say, ‘You're
welcome to this; just look about you’ .. ” (Wittgenstein 1976, p. 103). But here the strategy is employed on behalf
of metaphysical, not mathematical, finitism. Oppy objects that such puzzles show, at most, that certain kinds of
actual infinities cannot exist, but that this conclusion cannot be generalized (Oppy 2006b, p. 140). The difficulty
with this attempt to blunt the force of the absurdities is twofold: (i) nothing in the various situations seems to
be metaphysically impossible apart from the assumption of an actual infinite and (ii) the absurdities are not tied
to the particular kinds of objects involved.

8. He has in mind especially what he calls paradoxes of the serrated continuum, such as the following:

Here is a book lying on the table. Open it. Look at the first page. Measure its thickness. It is very thick
indeed for a single sheet of paper — 1/2 inch thick. Now turn to the second page of the book. How thick
is this second sheet of paper? 1/4 inch thick. And the third page of the book, how thick is this third sheet
of paper? 1/8 inch thick, &c. ad infinitum. We are to posit not only that each page of the book is followed
by an immediate successor the thickness of which is one-half that of the immediately preceding page but
also (and this is not unimportant) that each page is separated from page 1 by a finite number of pages.
These two conditions are logically compatible: there is no certifiable contradiction in their joint assertion.
But they mutually entail that there is no last page in the book. Close the book. Turn it over so that the
front cover of the book is now lying face down upon the table. Now — slowly — lift the back cover of the
book with the aim of exposing to view the stack of pages lying beneath it. There is nothing to see. For there
is no last page in the book to meet our gaze. (Benardete 1964, pp. 236-7).

To our mind this conclusion itself is evidently metaphysically absurd. Although Oppy, following Hazen (1993),
offers expansions of the story so that someone opening the book will have some sort of visual experience, rather
than as it were, a blank (Oppy 2006a, pp. 83-5), that does not negate the conclusion that there is nothing there
to see since there is no last page. Benardete imagines what would happen if we tried to touch the last page of the
book. We cannot do it. Either there will be an impenetrable barrier at ® + 1, which seems like science fiction, or
else our fingers will penetrate through an infinity of pages without first penetrating a page, which recalls Zeno’s
paradoxes in spades, since the pages are actual entities. What makes paradoxes such as these especially powerful,
as Benardete points out, is that no process or supertask is involved here; each page is an actual entity having a
finite thickness (none is a degenerate interval) which could be unbound from the others and all the pages scat-
tered to the four winds, so that an actual infinity of pages would exist throughout space. If such a book cannot
exist, therefore, neither can an actual infinite.

9. The story of Hilbert’s Hotel is related in Gamow (1946, p. 17).
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furthermore, that all the rooms are occupied. When a new guest arrives asking for a room,
the proprietor apologizes, “Sorry, all the rooms are full,” and that is the end of the story.
But now let us imagine a hotel with an infinite number of rooms and suppose once more
that all the rooms are occupied. There is not a single vacant room throughout the entire
infinite hotel. Now suppose a new guest shows up, asking for a room. “But of course!” says
the proprietor, and he immediately shifts the person in room #1 into room #2, the person
in room #2 into room #3, the person in room #3 into room #4, and so on out to infinity.
As a result of these room changes, room #1 now becomes vacant, and the new guest grate-
fully checks in. But remember, before he arrived, all the rooms were occupied! Equally
curious, there are now no more persons in the hotel than there were before: the number
is just infinite. But how can this be? The proprietor just added the new guest’s name to the
register and gave him his keys — how can there not be one more person in the hotel than
before?

But the situation becomes even stranger. For suppose an infinity of new guests show up
at the desk, asking for a room. “Of course, of course!” says the proprietor, and he proceeds
to shift the person in room #1 into room #2, the person in room #2 into room #4, the
person in room #3 into room #6, and so on out to infinity, always putting each former
occupant into the room number twice his own. Because any natural number multiplied
by two always equals an even number, all the guests wind up in even-numbered rooms. As
aresult, all the odd-numbered rooms become vacant, and the infinity of new guests is easily
accommodated. And yet, before they came, all the rooms were occupied! And again,
strangely enough, the number of guests in the hotel is the same after the infinity of new
guests check in as before, even though there were as many new guests as old guests. In fact,
the proprietor could repeat this process infinitely many times and yet there would never be
a single person more in the hotel than before.

But Hilbert’s Hotel is even stranger than the German mathematician made it out to be.
For suppose some of the guests start to check out. Suppose the guest in room #1 departs.
Is there not now one fewer person in the hotel? Not according to infinite set theory!
Suppose the guests in rooms #1, 3, 5, . . . check out. In this case an infinite number of people
has left the hotel, but by Hume’s Principle, there are no fewer people in the hotel. In fact,
we could have every other guest check out of the hotel and repeat this process infinitely
many times, and yet there would never be any fewer people in the hotel. Now suppose the
proprietor does not like having a half-empty hotel (it looks bad for business). No matter!
By shifting guests in even-numbered rooms into rooms with numbers half their respective
room numbers, he transforms his half-vacant hotel into one that is completely full. In fact,
if the manager wanted double occupancy in each room, he would have no need of addi-
tional guests at all. Just carry out the dividing procedure when there is one guest in every
room of the hotel, then do it again, and finally have one of the guests in each odd-numbered
room walk next door to the higher even-numbered room, and one winds up with two
people in every room!

One might think that by means of these maneuvers the proprietor could always
keep this strange hotel fully occupied. But one would be wrong. For suppose that the
persons in rooms #4, 5, 6, . . . checked out. At a single stroke the hotel would be virtually
emptied, the guest register reduced to three names, and the infinite converted to finitude.
And yet it would remain true that as many guests checked out this time as when the guests
in rooms #1, 3, 5,... checked out! Can anyone believe that such a hotel could exist in
reality?
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Hilbert’s Hotel is absurd. But if an actual infinite were metaphysically possible, then
such a hotel would be metaphysically possible. It follows that the real existence of an actual
infinite is not metaphysically possible.

Partisans of the actual infinite might concede the absurdity of a Hilbert’s Hotel but
maintain that this case is somehow peculiar and, therefore, its metaphysical impossibility
warrants no inference that an actual infinite is metaphysically impossible. This sort of
response might seem appropriate with respect to certain absurdities involving actual
infinites; for example, those imagining the completion of a so-called supertask, the sequen-
tial execution of an actually infinite number of definite and discrete operations in a finite
time. But when it comes to situations involving the simultaneous existence of an actually
infinite number of familiar macroscopic objects, then this sort of response seems less
plausible."’ If a (denumerably) actually infinite number of things could exist, they could
be numbered and manipulated just like the guests in Hilbert’s Hotel. Since nothing
hangs on the illustration’s involving a hotel, the metaphysical absurdity is plausibly
attributed to the existence of an actual infinite. Thus, thought experiments of this sort
show, in general, that it is impossible for an actually infinite number of things to exist in
reality.

At this point, the actual infinitist has little choice but, in Oppy’s words, simply to
“embrace the conclusion of one’s opponent’s reductio ad absurdum argument” (Oppy
20064, p. 48). Oppy explains, “these allegedly absurd situations are just what one ought to
expect if there were . . . physical infinities” (Oppy 2006a, p. 48).

Oppy’s response, however, falls short: it does nothing to prove that the envisioned situ-
ations are not absurd but only serves to reiterate, in effect, that if an actual infinite could
exist in reality, then there could be a Hilbert’s Hotel, which is not in dispute. The problem
cases would, after all, not be problematic if the alleged consequences would not ensue!
Rather the question is whether these consequences really are absurd.

Sobel similarly observes that such thought experiments bring into conflict two “seem-
ingly innocuous” principles, namely,

(i)  There are not more things in a multitude M than there are in a multitude M if there
is a one-to-one correspondence of their members.

and

(ii)  There are more things in M than there are in M” if M’ is a proper submultitude
of M.

We cannot have both of these principles along with

(iii) An infinite multitude exists.

10. Oppy, for example, makes the point that having a hotel with an infinite number of occupied rooms does
not commit one to the possibility of accommodating more guests by shifting guests about — maybe the hotel’s
construction hinders the guests’ movements or the guests die off before their turn to move comes round. But
as a Gedankenexperiment Hilbert’s Hotel can be configured as we please without regard to mere physical
possibilities.
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For Sobel, the choice to be taken is clear: “The choice we have taken from Cantor is to hold
on to (i) while restricting the proper submultiplicity condition to finite multiplicities. In
this way we can ‘have’ comparable infinite multitudes” (Sobel 2004, pp. 186-7; cf. Mackie
1982, p. 93).

But the choice taken from Cantor of which Sobel speaks is a choice on the part of the
mathematical community to reject intuitionism and finitism in favor of axiomatic infinite
set theory. Finitism would too radically truncate mathematics to be acceptable to most
mathematicians. But, as already indicated, that choice does not validate metaphysical con-
clusions. The metaphysician wants to know why, in order to resolve the inconsistency
among (i)—(iii), it is (ii) that should be jettisoned (or restricted). Why not instead reject or
restrict to finite multiplicities (i), which is a mere set-theoretical convention? More to the
point, why not reject (iii) instead of the apparently innocuous (i) or (ii)? It certainly lacks
the innocuousness of those principles, and giving it up would enable us to affirm both (i)
and (ii). Remember: we can “have” comparable infinite multiplicities in mathematics
without admitting them into our ontology.

Sobel thus needs some argument for the falsity of (ii). Again, it is insufficient merely to
point out that if (i) and (iii) are true, then (ii) is false, for that is merely to reiterate that if
an actual infinite were to exist, then the relevant situations would result, which is not in
dispute.

Take Hilbert’s Hotel. Sobel says that the difficulties with such a hotel are practical and
physical; “they bring out the physical impossibility of this particular infinity of concurrent
real things, not its logical impossibility” (Sobel 2004, p. 187). But the claim is not that such
a hotel is logically impossible but metaphysically impossible. As an illustrative embodiment
of transfinite arithmetic based on the axiomatic set theory, Hilbert’s Hotel will, of necessity,
be as logically consistent as that system; otherwise it would be useless as an illustration.
But it also vividly illustrates the absurd situations to which the real existence of an infinite
multitude can lead. The absurdity is not merely practical and physical; it is ontologically
absurd that a hotel exist which is completely full and yet can accommodate untold infinities
of new guests just by moving people around.

Oppy is prepared, if need be, simply to bite the bullet: “There can, after all, be a
hotel in which infinitely many new guests are accommodated, even though all the rooms
are full, via the simple expedient of moving the guests in room N to room 2N (for all N)”
(Oppy 2006a, p. 53). So asserting does nothing to alleviate one’s doubts that such a
hotel is absurd. And would Oppy say something similar about what would happen
when an infinite number of guests depart?'' In transfinite arithmetic, inverse operations
of subtraction and division with infinite quantities are prohibited because they lead to
contradictions; as Sobel says, “Of course, as operations and properties are extended
from finite to transfinite cardinals, some arithmetic principles are left confined to the
finite” (Sobel 2007). But in reality, one cannot stop people from checking out of a hotel
if they so desire! In this case, one does wind up with logically impossible situations, such

11. Oppy suggests using J. Conway’s recently developed constructions called surreal numbers to define operations
of subtraction and division of transfinite numbers (Oppy 2006Db, p. 140), but he explicitly denies that such non-
canonical theories can be applied “to real-world problems, if one wishes to treat one’s models with full ontological
seriousness” (Oppy 2006a, p. 272). Oppy does not show, nor does he think, that the results of operations on sur-
reals would be any less counterintuitive when translated into the concrete realm.
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as subtracting identical quantities from identical quantities and finding nonidentical
differences."

In response to the absurdities springing from performing inverse operations with infi-
nite quantities, David Yandell has insisted that subtraction of infinite quantities does not
yield contradictions. He writes,

Subtracting the even positive integers from the set of positive integers leaves an infinite
set, the odd positive integers. Subtracting all of the positive integers greater than 40 from the
set of positive integers leaves a finite (forty-membered) set. Subtracting all of the positive
integers from the set of positive integers leaves one with the null set. But none of these sub-
tractions could possibly lead to any other conclusion than each leads to. This alleged contra-
dictory feature of the infinite seems not to generate any actual contradictions. (Yandell 2003,
p. 132)

It is, of course, true that every time one subtracts all the even numbers from all the natural
numbers, one gets all the odd numbers, which are infinite in quantity. But that is not where
the contradiction is alleged to lie. Rather the contradiction lies in the fact that one can
subtract equal quantities from equal quantities and arrive at different answers. For example,
if we subtract all the even numbers from all the natural numbers, we get an infinity of
numbers, and if we subtract all the numbers greater than three from all the natural
numbers, we get only four numbers. Yet in both cases we subtracted the identical number
of numbers from the identical number of numbers and yet did not arrive at an identical
result. In fact, one can subtract equal quantities from equal quantities and get any quantity
between zero and infinity as the remainder. For this reason, subtraction and division of
infinite quantities are simply prohibited in transfinite arithmetic — a mere stipulation which
has no force in the nonmathematical realm.

Sometimes it is said that we can find concrete counterexamples to the claim that an
actually infinite number of things cannot exist, so that Premise (2.11) must be false. For
example, Walter Sinnott-Armstrong asserts that the continuity of space and time entails
the existence of an actually infinite number of points and instants (Craig & Sinnott-
Armstrong 2003, p. 43). This familiar objection gratuitously assumes that space and time
are composed of real points and instants, which has never been proven. Mathematically,
the objection can be met by distinguishing a potential infinite from an actual infinite. While
one can continue indefinitely to divide conceptually any distance, the series of subintervals
thereby generated is merely potentially infinite, in that infinity serves as a limit that one
endlessly approaches but never reaches. This is the thoroughgoing Aristotelian position on
the infinite: only the potential infinite exists. This position does not imply that minimal
time atoms, or chronons, exist. Rather time, like space, is infinitely divisible in the sense
that division can proceed indefinitely, but time is never actually infinitely divided, neither
does one arrive at an instantaneous point. If one thinks of a geometrical line as logically

12. It will not do, in order to avoid the contradiction, to assert that there is nothing in transfinite arithmetic that
forbids using set difference to form sets. Indeed, the thought experiment assumes that we can do such a thing.
Removing all the guests in the odd-numbered rooms always leaves an infinite number of guests remaining, and
removing all the guests in rooms numbered greater than four always leaves three guests remaining. That does not
change the fact that in such cases identical quantities minus identical quantities yields nonidentical quantities, a
contradiction.
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prior to any points which one may care to specify on it rather than as a construction built
up out of points (itself a paradoxical notion"), then one’s ability to specify certain points,
like the halfway point along a certain distance, does not imply that such points actually
exist independently of our specification of them. As Griinbaum emphasizes, it is not infi-
nite divisibility as such which gives rise to Zeno’s paradoxes; the paradoxes presuppose the
postulation of an actual infinity of points ab initio. ... [A]ny attribution of (infinite)
‘divisibility’ to a Cantorian line must be based on the fact that ab initio that line and the
intervals are already ‘divided’ into an actual dense infinity of point-elements of which the
line (interval) is the aggregate. Accordingly, the Cantorian line can be said to be already
actually infinitely divided” (Griinbaum 1973, p. 169). By contrast, if we think of the line as
logically prior to any points designated on it, then it is not an ordered aggregate of points
nor actually infinitely divided. Time as duration is then logically prior to the (potentially
infinite) divisions we make of it. Specified instants are not temporal intervals but merely
the boundary points of intervals, which are always nonzero in duration. If one simply
assumes that any distance is already composed out of an actually infinite number of points,
then one is begging the question. The objector is assuming what he is supposed to prove,
namely that there is a clear counterexample to the claim that an actually infinite number
of things cannot exist.

Some critics have charged that the Aristotelian position that only potential, but no
actual, infinites exist in reality is incoherent because a potential infinite presupposes an
actual infinite. For example, Rudy Rucker claims that there must be a “definite class of
possibilities,” which is actually infinite in order for the mathematical intuitionist to
regard the natural number series as potentially infinite through repetition of certain
mathematical operations (Rucker 1980, p. 66). Similarly, Richard Sorabji asserts that
Aristotle’s view of the potentially infinite divisibility of a line entails that there is an actually
infinite number of positions at which the line could be divided (Sorabji 1983, pp. 210-3,
322-4).

13. See Craig (1985). Consider, for example, the many variations on the Grim Reaper Paradox (Benardete
1964, pp. 259-61; Hawthorne 2000; Oppy 2006a, pp. 63—6, 81-3). There are denumerably infinitely many Grim
Reapers (whom we may identify as gods, so as to forestall any kinematic objections). You are alive at 12:00 p.m.
Grim Reaper 1 will strike you dead at 1:00 p.m. if you are still alive at that time. Grim Reaper 2 will strike you
dead at 12:30 p.m. if you are still alive then. Grim Reaper 3 will strike you dead at 12:15 p.m., and so on. Such a
situation seems clearly conceivable but leads to an impossibility: you cannot survive past 12:00 p.m. and yet you
cannot be killed at any time past 12:00 p.m. Oppy’s solution to a similar paradox concerning infinitely many
deafening peals, viz. that there is no particular peal responsible for your deafness but that the collective effect of
infinitely many peals is to bring about deafness (Oppy 2006a, p. 83), not only involves a most bizarre form of
retro-causation (Benardete 1964, p. 259) but is also in any case inapplicable to the Grim Reaper version since
once you are dead no further Grim Reaper will swing his scythe, so that collective action is out of the question.
The most plausible way to avert such paradoxes is by denying that time and space are constructions out of an
actually infinite number of points. (My thanks to Alexander Pruss for drawing my attention to this version of
the paradox.)

Moreover, on an A-Theory of time, according to which temporal becoming is an objective feature of reality,
treating time as composed of instants (degenerate temporal intervals of zero duration) seems to land one in
Zeno’s clutches since temporal becoming would require the actualization of consecutive instants, which is inco-
herent. For a good discussion, see Griinbaum (1950-1, pp. 143-86). Griinbaum succeeds in defending the conti-
nuity of time only at the expense of sacrificing temporal becoming, which his interlocutors James and Whitehead
would not do. See further Craig (2000c).
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If this line of argument were successful, it would, indeed, be a tour de force since it would
show mathematical thought from Aristotle to Gauss to be not merely mistaken or incom-
plete but incoherent in this respect. But the objection is not successful. For the claim that
a physical distance is, say, potentially infinitely divisible does not entail that the distance is
potentially divisible here and here and here and. . . . Potential infinite divisibility (the prop-
erty of being susceptible of division without end) does not entail actual infinite divisibility
(the property of being composed of an infinite number of points where divisions can be
made). The argument that it does is guilty of a modal operator shift, inferring from the
true claim

(1) Possibly, there is some point at which x is divided
to the disputed claim
(2) There is some point at which x is possibly divided.

But it is coherent to deny the validity of such an inference. Hence, one can maintain that
a physical distance is potentially infinitely divisible without holding that there is an infinite
number of positions where it could be divided.

Rucker also argues that there are probably, in fact, physical infinities (Rucker 1980, p.
69). If the mutakallim says, for example, that time is potentially infinite, then Rucker will
reply that the modern, scientific worldview sees the past, present, and future as merely
different regions coexisting in space-time. If he says that any physical infinity exists only
as a temporal (potentially infinite) process, Rucker will rejoin that it is artificial to make
physical existence a by-product of human activity. If there are, for example, an infinite
number of bits of matter, this is a well-defined state of affairs which obtains right now
regardless of our apprehension of it. Rucker concludes that it seems quite likely that there
is some form of physical infinity.

Rucker’s conclusion, however, clearly does not follow from his arguments. Time and
space may well be finite. But could they be potentially infinite? Concerning time, even if
Rucker were correct that a tenseless four-dimensionalism is correct, that would provide no
reason at all to think the space-time manifold to be temporally infinite: there could well
be finitely separated initial and final singularities. In any case, Rucker is simply incorrect
in saying that “the modern, scientific worldview” precludes a theory of time, according to
which temporal becoming is a real and objective feature of reality. Following McTaggart,
contemporary philosophers of space and time distinguish between the so-called A-Theory
of time, according to which events are temporally ordered by tensed determinations of
past, present, and future, and temporal becoming is an objective feature of physical reality,
and the so-called B-Theory of time, according to which events are ordered by the tenseless
relations of earlier than, simultaneous with, and later than, and temporal becoming is purely
subjective. Although some thinkers have carelessly asserted that relativity theory has vin-
dicated the B-Theory over against its rival, such claims are untenable. One could harmonize
the A-Theory and relativity theory in at least three different ways: (1) distinguish meta-
physical time from physical or clock time and maintain that while the former is A-Theoretic
in nature, the latter is a bare abstraction therefrom, useful for scientific purposes and quite
possibly B-Theoretic in character, the element of becoming having been abstracted out;
(2) relativize becoming to reference frames, just as is done with simultaneity; and (3) select
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a privileged reference frame to define the time in which objective becoming occurs, most
plausibly the cosmic time, which serves as the time parameter for hypersurfaces of homo-
geneity in space-time in the General Theory of Relativity. And concerning space, to say
that space is potentially infinite is not to say, with certain constructivists, that it depends
on human activity (nor again, that there are actual places to which it can extend), but
simply that space expands limitlessly as the distances between galaxies increase with time.
As for the number of bits of matter, there is no incoherence in saying that there is a finite
number of bits or that matter is capable of only a finite number of physical subdivisions,
although mathematically one could proceed to carve up matter potentially ad infinitum.
The sober fact is that there is just no evidence that actual infinities are anywhere instanti-
ated in the physical world. It is therefore futile to seek to rebut (2.11) by appealing to clear
counterexamples drawn from physical science.

2.12. An infinite regress of events as an actual infinite

The second premise states that an infinite temporal regress of events is an actual infinite. The
point seems obvious enough, for if there has been a sequence composed of an infinite
number of events stretching back into the past, then the set of all events in the series would
be an actually infinite set.

But manifest as this may be to us, it was not always considered so. The point somehow
eluded Aristotle himself, as well as his scholastic progeny, who regarded the series of
past events as a potential infinite. Aristotle contended that since things in time come to
exist sequentially, an actual infinite never exists at any one moment; only the present thing
actually exists (Physics 3.6.206"25-206"1). Similarly, Aquinas, after confessing the impossibil-
ity of the existence of an actual infinite, nevertheless proceeded to assert that the existence
of an infinite regress of past events is possible (Summa Theologiae 1.a.7.4.). This is because
the series of past events does not exist in actuality. Past events do not now exist, and
hence do not constitute an infinite number of actually existing things. The series is only
potentially infinite, not actually infinite, in that it is constantly increasing by the addition of
new events.

These Aristotelian thinkers are clearly presupposing an A-Theory of time and an ontol-
ogy of presentism, according to which the only temporal items which exist are those that
presently exist. On a B-Theory of tenseless time, since there is ontological parity among
all events, there can be no question that an infinite temporal regress of events is composed
of an actually infinite number of events." Since all events are equally real, the fact that they
exist (tenselessly) at different times loses any significance. The question, then, is whether
events’ temporal distribution over the past on a presentist ontology precludes our saying
that the number of events in a beginningless series of events is actually infinite.

Now we may take it as a datum that the presentist can accurately count things that have
existed but no longer exist. He knows, for example, how many US presidents there have
been up through the present incumbent, what day of the month it is, how many shots
Oswald squeezed off, and so forth. He knows how old his children are and can reckon
how many billion years have elapsed since the Big Bang, if there was such an event. The

14. Some philosophers of time, such as C. D. Broad and Michael Tooley, have defended a sort of hybrid A/B-
Theory, according to which the past and present are on an ontological par, the past being a growing space-time
block. On such a view, a beginningless series of past events is also, uncontroversially, actually infinite.
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nonexistence of such things or events is no hindrance to their being enumerated. Indeed,
any obstacle here is merely epistemic, for aside from considerations of vagueness there must
be a certain number of such things. So in a beginningless series of past events of equal
duration, the number of past events must be infinite, for it is larger than any natural
number. But then the number of past events must be X, for o is not a number but an
ideal limit. Aquinas’ own example of a blacksmith working from eternity who uses one
hammer after another as each one breaks furnishes a good example of an actual infinite,
for the collection of all the hammers employed by the smith is an actual infinite. The fact
that the broken hammers still exist is incidental to the story; even if they had all been
destroyed after being broken, the number of hammers broken by the smith is the same.
Similarly, if we consider all the events in an infinite temporal regress of events, they con-
stitute an actual infinite.

The question arises whether on the A-Theory the series of future events, if time will go
on forever, is not also actually infinite. Intuitively, it seems clear that the situation is not
symmetrical, but this is notoriously difficult to express. It might rightly be pointed out that
on presentism there are no future events and so no series of future events. Therefore, the
number of future events is simply zero, not X,. (By this statement, one means not that
there are future events, and that their number is 0, but that there just are no future events.)
But on presentism, the past is as unreal as the future and, therefore, the number of past
events could, with equal justification, be said to be zero. It might be said that at least there
have been past events, and so they can be numbered. But by the same token there will be
future events, so why can they not be numbered? Accordingly, one might be tempted to
say that in an endless future there will be an actually infinite number of events, just as in
a beginningless past there have been an actually infinite number of events. But in a sense
that assertion is false; for there never will be an actually infinite number of events since it
is impossible to count to infinity. The only sense in which there will be an infinite number
of events is that the series of events will go toward infinity as a limit. But that is the concept
of a potential infinite, not an actual infinite. Here the objectivity of temporal becoming
makes itself felt. For as a result of the arrow of time, the series of events later than any
arbitrarily selected past event is properly to be regarded as potentially infinite, that is to
say, finite but indefinitely increasing toward infinity as a limit. The situation, significantly,
is not symmetrical: as we have seen, the series of events earlier than any arbitrarily selected
future event cannot properly be regarded as potentially infinite. So when we say that the
number of past events is infinite, we mean that prior to today, X, events have elapsed. But
when we say that the number of future events is infinite, we do not mean that X, events
will elapse, for that is false. Ironically, then, it turns out that the series of future events
cannot be actually infinite regardless of the infinity of the past or the metaphysical possibil-
ity of an actual infinite, for it is the objectivity of temporal becoming that makes the future
potentially infinite only.

Because the series of past events is an actual infinite, all the absurdities attending the
existence of an actual infinite apply to it. For example, if the series of past events is actually
infinite, then the number of events that have occurred up to the present is no greater than
the number that have occurred at any point in the past. Or again, if we number the events
beginning in the present, then there have occurred as many odd-numbered events as events.
If we mentally take away all the odd-numbered events, there are still an infinite number
of events left over; but if we take away all the events greater than three, there are only four
events left, even though in both cases we took away the same number of events.
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2.13. Conclusion

Since an actual infinite cannot exist and an infinite temporal regress of events is an actual
infinite, we may conclude that an infinite temporal regress of events cannot exist. Therefore,
since the temporal regress of events is finite, the universe began to exist.

2.2. Argument from the impossibility of the formation of an actual infinite
by successive addition

We now turn to a second philosophical argument in support of the premise that the uni-
verse began to exist, the argument from the impossibility of the formation of an actual
infinite by successive addition. The argument may be simply formulated as follows:

2.21 A collection formed by successive addition cannot be an actual infinite.
2.22 The temporal series of events is a collection formed by successive addition.
2.23  Therefore, the temporal series of events cannot be an actual infinite.

This second argument is independent of the foregoing argument, for its conclusion is not
incompatible with the existence of an actual infinite. It rather denies that a collection con-
taining an actually infinite number of things can be formed by adding one member after
another. If an actual infinite cannot be formed by successive addition, then the series of
past events must be finite since that series is formed by successive addition of one event
after another in time.

2.21. Formation of an actual infinite

Quite independent of the absurdities arising from the existence of an actually infinite
number of things are the further difficulties arising as a result of the temporal formation
of such a multitude through a process of successive addition. By “successive addition,” one
means the accrual of one new element at a (later) time. The temporality of the process of
accrual is critical here. For while it is true that 1 + 1 + 1 +. .. equals X, the operation of
addition signified by “+” is not applied successively but simultaneously or, better, timelessly.
One does not add the addenda in temporal succession: 1 + 1 =2, then 2 + 1 = 3, then 3 +
1 =4,..., but rather all together. By contrast, we are concerned here with a temporal
process of successive addition of one element after another.

The impossibility of the formation of an actual infinite by successive addition seems
obvious in the case of beginning at some point and trying to reach infinity."” For given any
finite number n, n + 1 equals a finite number. Hence, X, has no immediate predecessor; it
is not the terminus of the natural number series but stands, as it were, outside it and is the

15. This despite the speculation concerning the possibility of supertasks, various thought experiments involving
the completion of an infinite number of tasks in a finite time by performing each successive task during half the
time taken to perform its immediate predecessor. The fatal flaw in all such scenarios is that the state at o + 1 is
causally unconnected to the successive states in the ® series of states. Since there is no last term in the  series,
the state of reality at ® + 1 appears mysteriously from nowhere. The absurdity of such supertasks underlines the
metaphysical impossibility of trying to convert a potential into an actual infinite.
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number of all the members in the series. Notice that the impossibility of forming an actual
infinite by successive addition has nothing to do with the amount of time available. Some-
times it is wrongly alleged that the only reason an actual infinite cannot be formed by
successive addition is because there is not enough time.'® But this is mistaken. While we
can imagine an actually infinite series of events mapped onto a tenselessly existing infinite
series of temporal intervals, such that each consecutive event is correlated with a unique
consecutive interval, the question remains whether such a sequence of intervals can be
instantiated, not tenselessly, but one interval after another. The very nature of the actual
infinite precludes this. For regardless of the time available, a potential infinite cannot be
turned into an actual infinite by any amount of successive addition since the result of every
addition will always be finite. One sometimes, therefore, speaks of the impossibility of
counting to infinity, for no matter how many numbers one counts, one can always count
one more number before arriving at infinity. One sometimes speaks instead of the impos-
sibility of traversing the infinite. The difficulty is the same: no matter how many steps one
takes, the addition of one more step will not bring one to a point infinitely distant from
one’s starting point.

The question then arises whether, as a result of time’s asymmetry, an actually infinite
collection, although incapable of being formed by successive addition by beginning
at a point and adding members, nevertheless could be formed by successive addition
by never beginning but ending at a point, that is to say, ending at a point after having
added one member after another from eternity. In this case, one is not engaged in the
impossible task of trying to convert a potential into an actual infinite by successive
addition. Rather at every point the series already is actually infinite, although allegedly
successively formed.

Although the problems will be different, the formation of an actually infinite collection
by never beginning and ending at some point seems scarcely less difficult than the forma-
tion of such a collection by beginning at some point and never ending. If one cannot count
to infinity, how can one count down from infinity? If one cannot traverse the infinite by
moving in one direction, how can one traverse it by moving in the opposite direction? In
order for us to have “arrived” at today, temporal existence has, so to speak, traversed an
infinite number of prior events.”” But before the present event could occur, the event
immediately prior to it would have to occur; and before that event could occur, the event
immediately prior to it would have to occur; and so on ad infinitum. One gets driven back
and back into the infinite past, making it impossible for any event to occur. Thus, if the
series of past events were beginningless, the present event could not have occurred, which
is absurd.

16. For example, Oppy’s discussion of counting forward to infinity is predicated upon Dretske’s assumption that
if one never stops counting, then one does count to infinity (Oppy 2006a, p. 61; cf. Dretske 1965). Oppy fails so
much as to mention, much less take account, of the difference between an actual and a potential infinite in this
case. One who, having begun, never stops counting counts “to infinity” only in the sense that one counts poten-
tially infinitely.

17. Richard Gale protests, “This argument depends on an anthropomorphic sense of ‘going through’ a set. The
universe does not go through a set of events in the sense of planning which to go through first, in order to get
through the second, and so on” (Gale 2007, pp. 92-3). Of course not; but on an A-Theory of time, the universe
does endure through successive intervals of time. It arrives at its present event-state only by enduring through a
series of prior event-states. Gale’s framing the argument in terms of a “set of events” is maladroit since we are
not talking about a set but about a series of events which elapse one after another.
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It is unavailing to say that an infinite series of past events cannot be formed only in a
finite time but that such formation is possible given infinite time, for that riposte only
pushes the question back a notch: how can an actually infinite series of congruent temporal
intervals successively elapse? Tenseless correlations are irrelevant here. Granted that the
series of past events, if infinite, can be mapped one-to-one onto an equally infinite series
of past temporal intervals, the question remains how such a temporal series can be lived
through so as to arrive at the present.

The arguments against the formation of an actual infinite by successive addition bear a
clear resemblance to Zeno’s celebrated paradoxes of motion, in particular the Stadium
and Dichotomy paradoxes, the Stadium in the case of beginning at some point and
never ending and the Dichotomy in the case of never beginning and ending at some
point. In the Dichotomy Paradox, Zeno argued that before Achilles could cross the stadium,
he would have to cross halfway; but before he could cross halfway, he would have to cross
a quarter of the way; but before he could cross a quarter of the way, he would have to
cross an eighth of the way, and so on to infinity. It is evident that Achilles could not
arrive at any point. In the case of the infinite past, we cannot speak meaningfully of
halfway through the past or a quarter of the way, and so on since there is no beginning
point, as there is in Achilles’ case. But the metrical distances traversed are not essential to
the conundrum insofar as the series of past events is concerned since the essential point
holds that before traversing any interval there will always be a prior interval to be traversed
first.

Now although Zeno’s paradoxes have proved very stubborn, scarely anybody has really
believed that motion is impossible. Is the argument against the impossibility of traversing
an infinite past, as some critics allege, no more plausible than Zeno’s paradoxes? This
cannot be said because the allgation fails to reckon with two crucial disanalogies of the
case of an infinite past to Zeno’s paradoxes: whereas in Zeno’s thought experimentsm the
intervals traversed are potential and unequal, in the case of an infinite past the intervals are
actual and equal. The claim that Achilles must pass through an infinite number of halfway
points in order to cross the stadium already assumes that the whole interval is a composi-
tion of an infinite number of points, whereas Zeno’s opponents, like Aristotle, take the line
as a whole to be conceptually prior to any divisions which we might make in it. Moreover,
Zeno’s intervals, being unequal, sum to a merely finite distance, whereas the intervals in
an infinite past sum to an infinite distance. The question is not whether it is possible to
traverse infinitely many (progressively shorter) distances but whether it is possible to tra-
verse an infinite distance. Thus, the problem of traversing an infinite distance comprising
an infinite number of equal, actual intervals to arrive at our present location cannot
be dismissed on the basis of the argument’s resemblance in certain respects to Zeno’s
puzzles.

It is surprising that a number of critics, such as Mackie and Sobel, have objected that
the argument illicitly presupposes an infinitely distant starting point in the past and then
pronounces it impossible to travel from that point to today. But if the past is infinite, they
say, then there would be no starting point whatever, not even an infinitely distant one.
Nevertheless, from any given point in the past, there is only a finite distance to the present,
which is easily “traversed” (Mackie 1982, p. 93; Sobel 2004, p. 182). But, in fact, no propo-
nent of the kalam argument of whom we are aware has assumed that there was an infinitely
distant starting point in the past. The fact that there is no beginning at all, not even an
infinitely distant one, seems only to make the problem worse, not better. To say that the
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infinite past could have been formed by successive addition is like saying that someone has
just succeeded in writing down all the negative numbers, ending at —1. And how is the
claim that from any given moment in the past there is only a finite distance to the present
even relevant to the issue? For the question is how the whole series can be formed, not a
finite portion of it. Do Mackie and Sobel think that because every finite segment of the
series can be formed by successive addition the whole infinite series can be so formed? That
is as logically fallacious as saying that because every part of an elephant is light in weight,
the whole elephant is light in weight, or in other words, to commit the fallacy of composi-
tion. The claim that from any given moment in the past there is only a finite distance to
the present is simply irrelevant.

Wholly apart from these Zenonian arguments, the notion that the series of past events
could be actually infinite is notoriously difficult. Consider, for example, al-Ghazali’s thought
experiment involving two beginningless series of coordinated events. He envisions our
solar system’s existing from eternity past, the orbital periods of the planets being so coor-
dinated that for every one orbit which Saturn completes Jupiter completes 2.5 times as
many. If they have been orbiting from eternity, which planet has completed the most orbits?
The correct mathematical answer is that they have completed precisely the same number
of orbits. But this seems absurd, for the longer they revolve, the greater becomes the dispar-
ity between them, so that they progressively approach a limit at which Jupiter has fallen
infinitely far behind Saturn. Yet, being now actually infinite, their respective completed
orbits are somehow magically identical. Indeed, they will have “attained” infinity from
eternity past: the number of completed orbits is always the same. Moreover, Ghazali asks,
will the number of completed orbits be even or odd? Either answer seems absurd. We might
be tempted to deny that the number of completed orbits is either even or odd. But post-
Cantorian transfinite arithmetic gives a quite different answer: the number of orbits com-
pleted is both even and odd! For a cardinal number 7 is even if there is a unique cardinal
number m such that n = 2m, and n is odd if there is a unique cardinal number m such that
n=2m+ 1. In the envisioned scenario, the number of completed orbits is (in both cases!)
N, and X, =28,=2&,+ 1. So Jupiter and Saturn have each completed both an even and
an odd number of orbits, and that number has remained equal and unchanged from all
eternity, despite their ongoing revolutions and the growing disparity between them over
any finite interval of time. This seems absurd."®

Or consider the case of Tristram Shandy, who, in the novel by Sterne, writes his autobi-
ography so slowly that it takes him a whole year to record the events of a single day. Tristram
Shandy laments that at this rate he can never come to an end.

According to Russell, if Tristram Shandy were immortal and did not weary of his task,
“no part of his biography would have remained unwritten,” since by Hume’s Principle to
each day there would correspond 1 year, and both are infinite (Russell, 1937, p. 358). Such
an assertion is misleading, however. The fact that every part of the autobiography will be
eventually written does not imply that the whole autobiography will be eventually written,
which was, after all, Tristram Shandy’s concern. For every part of the autobiography there

18. Oppy’s discussion of al-Ghazali’s problem just fails to connect with the problem as we understand it (Oppy
2006a, pp. 49-51), probably because Oppy takes its point to be that there is a logical contradiction with respect
to the number of orbits completed (Oppy 2006a, p. 8), so that he spends most of his space arguing that given
Cantorian assumptions there is no unequivocal sense in which the number of orbits both is and is not same.
Temporal becoming is left wholly out of account.
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is some time at which it will be completed, but there is not some time at which every part
of the autobiography will be completed. Given an A-Theory of time, though he write
forever, Tristram Shandy would only get farther and farther behind, so that instead of fin-
ishing his autobiography, he would progressively approach a state in which he would be
infinitely far behind.

But now turn the story about: suppose Tristram Shandy has been writing from eternity
past at the rate of 1 day per year. Should not Tristram Shandy now be infinitely far behind?
For if he has lived for an infinite number of years, Tristram Shandy has recorded an equally
infinite number of past days. Given the thoroughness of his autobiography, these days are
all consecutive days. At any point in the past or present, therefore, Tristram Shandy has
recorded a beginningless, infinite series of consecutive days. But now the question arises:
Which days are these? Where in the temporal series of events are the days recorded by
Tristram Shandy at any given point? The answer can only be that they are days infinitely
distant from the present. For there is no day on which Tristram Shandy is writing which is
finitely distant from the last recorded day.

This may be seen through an incisive analysis of the Tristram Shandy Paradox given by
Robin Small (1986, pp. 214-5). He points out that if Tristram Shandy has been writing for
1 year’s time, then the most recent day he could have recorded is 1 year ago. But if he has
been writing for 2 years, then that same day could not have been recorded by him. For
since his intention is to record consecutive days of his life, the most recent day he could
have recorded is the day immediately after a day at least 2 years ago. This is because it takes
a year to record a day, so that to record 2 days he must have 2 years. Similarly, if he has
been writing 3 years, then the most recent day recorded could be no more recent than 3
years and 2 days ago. In other words, the longer he has written the further behind he has
fallen. In fact, the recession into the past of the most recent recordable day can be plotted
according to the formula (present date — n years of writing) + #n — 1 days. But what happens
if Tristram Shandy has, ex hypothesi, been writing for an infinite number of years? The
most recent day of his autobiography recedes to infinity, that is to say, to a day infinitely
distant from the present. Nowhere in the past at a finite distance from the present can we
find a recorded day, for by now Tristram Shandy is infinitely far behind. The beginningless,
infinite series of days which he has recorded are days which lie at an infinite temporal dis-
tance from the present. This is not in itself a contradiction. The infinite past must have in
this case, not the order type of the negative numbers *, but the order type ®* + o*, the
order type of the series ..., -3,-2,—1,...,—3, -2, —1. But there is no way to traverse the
temporal interval from an infinitely distant event to the present, or, more technically,
for an event which was once present to recede to an infinite temporal distance. Since the
task of writing one’s autobiography at the rate of 1 year per day seems obviously coherent,
what follows from the Tristram Shandy story is that an infinite series of past events is
absurd."”

But suppose that such an infinite task could be completed by the present day. Suppose
we meet a man who claims to have been counting down from infinity and who is now
finishing: . .., =3, -2, -1, 0. We could ask, why did he not finish counting yesterday or the

19. Oppy rightly observes that it is the whole scenario that is impossible, which includes the requirement that
consecutive days be recorded (Oppy 2006a, p. 57, n. 3). But given that the task of writing one’s autobiography at
the rate of 1 day per year seems obviously coherent, it seem to us that the blame can be placed on the infinity of
the past.
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day before or the year before? By then an infinite time had already elapsed, so that he has
had ample time to finish. Thus, at no point in the infinite past should we ever find the man
finishing his countdown, for by that point he should already be done! In fact, no matter
how far back into the past we go, we can never find the man counting at all, for at any
point we reach he will already have finished. But if at no point in the past do we find him
counting, this contradicts the hypothesis that he has been counting from eternity. This
shows again that the formation of an actual infinite by never beginning but reaching an
end is as impossible as beginning at a point and trying to reach infinity.

Conway and Sorabji have responded that there is no reason to think that the man
would at any point have already finished (Sorabji 1983, pp. 219-22; Conway 1984). Sorabji
thinks the argument confuses counting an infinity of numbers with counting all
the numbers. At any given point in the past, the man will have already counted an
infinity of negative numbers, but that does not entail that he will have counted all the
negative numbers. Similarly, in Conway’s analysis, the nub of the argument lies in the
conditional

(*)  If an infinite number of numbers had been counted by yesterday, then the man will
have finished by yesterday.

But Conway’s conditional is quite ambiguous, and the arguments that he suggests in
support of it have no apparent relevance to the reasoning behind the paradox. The mutakal-
lim is not making the obviously false claim that to count infinitely many negative numbers
is to count all the negative numbers! Rather, the conditional at the heart of the paradox is
a counterfactual conditional like:

(**)  If the man would have finished his countdown by today, then he would have finished
it by yesterday,

and the truth of this conditional seems plausible in light of Hume’s Principle. It is on the
basis of this principle that the defender of the infinite past seeks to justify the intuitively
impossible feat of someone’s counting down all the negative numbers and ending at 0.
Since the negative numbers can be put into a one-to-one correspondence with the series
of, say, past hours, someone counting from eternity would have completed his countdown.
But by the same token, the man at any point in the past should have already completed his
countdown, since by then a one-to-one correspondence exists between each negative
number and a past hour. In this case, having infinite time does seem to be a sufficient
condition of finishing the job. Having had infinite time, the man should have already
completed his task.

Such reasoning in support of the finitude of the past and the beginning of the
universe is not mere armchair cosmology. P. C. W. Davies, for example, utilizes this reason-
ing in explaining two profound implications of the thermodynamic properties of the
universe:

The first is that the universe will eventually die, wallowing, as it were, in its own entropy. This
is known among physicists as the ‘heat death’ of the universe. The second is that the universe
cannot have existed for ever, otherwise it would have reached its equilibrium end state an
infinite time ago. Conclusion: the universe did not always exist. (Davies 1983, p. 11)
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The second of these implications is a clear application of the reasoning that underlies
the current paradox: even if the universe had infinite energy, it would in infinite time come
to an equilibrium since at any point in the past infinite time has elapsed, a beginningless
universe would have already reached an equilibrium, or as Davies puts it, it would have
reached an equilibrium an infinite time ago. Therefore, the universe began to exist, quod
erat demonstrandum.”

Oppy’s response to the problem at hand is to say that the man’s finishing his countdown
when he does rather than earlier is just “a brute feature of the scenario, that is, a feature
that has no explanation” (Oppy 20064, p. 59; cf. p. 63; Oppy 2006b, pp. 141-2). It has always
been the case that he will finish when he does, but why the man finishes when he does
rather than at some other time is just inexplicable. Resting with inexplicability may seem
unsatisfactory, however, especially in light of the respectable role such reasoning plays in
scientific cosmological discussions. Oppy justifies his response on the basis that principles
of sufficient reason requiring that there be an explanation in such a case are highly conten-
tious. Oppy presents the typical objections to various versions of the Principle of Sufficient
Reason such as the impossibility of providing an explanation of what has been called the
“Big Contingent Conjunctive Fact” (BCCF), which is the conjunction of all the contingent
facts there are, or of libertarian free choices (Oppy 2006a, pp. 279—80). The problem with
this justification, however, is twofold. First, plausible defenses of the Principle of Sufficient
Reason can be given.”' Second, and more to the point, there is no reason to think that
requiring the need for an explanation in the present case demands for its acceptability or
plausibility the enunciation and defense of some general Principle of Sufficient Reason.
Indeed, any such principle is apt to be tested inductively for its adequacy by whether cases
like this constitute plausible counterexamples. The exceptions offered by Oppy, such as the
inexplicability of the BCCF and libertarian choices, are simply irrelevant to the present
case, for the BCCF is not at stake nor can a person counting from eternity at a constant
rate choose arbitrarily when to finish his countdown. In the case under discussion, we have
a good reason to think that the man should have finished his countdown earlier than any

20. See the similar reasoning of Barrow and Tipler (1986, p. 601-8) against inflationary steady-state cosmologies
on the ground that any event which would have happened by now would have already happened before now if
the past were infinite.

21. See Pruss’ article in this volume. We shall leave to him the defense of principles of sufficient reason. Oppy
himself thinks that it is “very plausible” that there are acceptable instances of the following schema for a Principle
of Sufficient Reason:

O (for every FG of kind K, there is an F'G” that partly explains why the GFs rather than Q possible

alternatives),
where O is an operator like “necessarily,” “it is knowable a priori,” etc., G is an ontological category such as a
proposition, state of affairs, etc., F is a restriction such as true, contingent, etc., and Q is a quantifier like “any,”
“every,” etc. (Oppy 2006a, p. 285, cf. pp. 275-6). But he thinks that it is not at all clear that there are acceptable
instances of this schema that can be used to rule out scenarios like counting down from infinity. Although it is
not clear what Oppy means by “GFs,” the following principle would seem to be an instance of his schema: Neces-
sarily, for any contingent state of affairs involving concrete objects there is a contingent state of affairs that partly
explains why that state of affairs obtains rather than any other. Such a principle would require that there be some
partial explanation for why the man finishes his countdown today rather than at some other time. But not even
a partial explanation can be given, for regardless of how we vary such factors as the rate of counting, they will
be the same regardless of the time that he finishes and so do not furnish even a partial explanation of why he
finishes today. So why is this instance of the schema not acceptable?
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time that he does, namely, he has already had infinite time to get the job done.” If we deny
that infinite time is sufficient for completing the task, then we shall wonder why he is fin-
ishing today rather than tomorrow or the day after tomorrow, or, indeed, at any time in
the potentially infinite future. It is not unreasonable to demand some sort of explanation
for why, if he finishes today, he did not already finish yesterday. By contrast, if such a
countdown is metaphysically impossible, then no such conundrum can arise. But clearly,
there is no metaphysical impossibility in counting backward for all time, unless time is past
eternal. It follows that the past cannot be infinite.

For all of these reasons, the formation of an actual infinite by successive addition
is a notoriously difficult notion, even more so than the static existence of an actual
infinite.

2.22. Successive formation of the series of past events

Premise (2.22) may seem rather obvious. The past did not spring into being whole
and entire but was formed sequentially, one event occurring after another. Notice, too, that
the direction of this formation is “forward,” in the sense that the collection grows with
time. Although we sometimes speak of an “infinite regress” of events, in reality an infinite
past would be an “infinite progress” of events with no beginning and its end in the
present.

As obvious as this premise may seem at first blush, it is, in fact, a matter of great con-
troversy. It presupposes once again an A-Theory of time. On such a theory, the collection
of all past events prior to any given event is not a collection whose members all tenselessly
coexist. Rather it is a collection that is instantiated sequentially or successively in time, one
event coming to pass on the heels of another. Since temporal becoming is an objective
feature of the physical world, the series of past events is not a tenselessly existing manifold,
all of whose members are equally real. Rather the members of the series come to be and
pass away one after another.

Space does not permit a review of the arguments for and against the A- and B-Theories
of time respectively. But on the basis of a case such as is presented by Craig (2000a,b), we
take ourselves to be justified in affirming the objective reality of temporal becoming and,
hence, the formation of the series of temporal events by successive addition. It is notewor-
thy that contemporary opponents of Zenonian arguments such as Griinbaum resolve those
puzzles only by denying the objective reality of temporal becoming and treating time as a
continuum of tenselessly existing point-instants. If moments of time and, hence, events
really do come to be and elapse, then it remains mysterious how an infinite number of
such event-intervals can be traversed or manage successively to elapse.

2.23. Conclusion

It follows, then, that the temporal series of events cannot be actually infinite. The only way
a collection to which members are being successively added could be actually infinite would

22. Notice, too, that if there is any probability of his finishing in infinite time, then he will have already
finished.
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be for it to have an infinite tenselessly existing “core” to which additions are being made.
But then, it would not be a collection formed by successive addition, for there would always
exist a surd infinite, itself not formed successively but simply given, to which a finite
number of successive additions have been made. Clearly, the temporal series of events
cannot be so characterized, for it is by nature successively formed throughout. Thus, prior
to any arbitrarily designated point in the temporal series, one has a collection of past events
up to that point which is successively formed and completed and cannot, therefore, be
actually infinite.

2.3. Scientific confirmation

The sort of philosophical problems with the infinity of the past, which have been the object
of our discussion, are now being recognized in scientific papers by leading cosmologists
and philosophers of science.” For example, Ellis, Kirchner, and Stoeger ask, “Can there be
an infinite set of really existing universes? We suggest that, on the basis of well-known
philosophical arguments, the answer is No” (Ellis, Kirchner, & Stoeger 2003, p. 14; emphasis
added). Similarly, noting that an actual infinite is not constructible and, therefore, not
actualizable, they assert, “This is precisely why a realized past infinity in time is not con-
sidered possible from this standpoint — since it involves an infinite set of completed events
or moments” (Ellis, Kirchner, & Stoeger 2003, p. 14). These misgivings represent endorse-
ments of both the kalam arguments defended earlier. Ellis and his colleagues conclude,
“The arguments against an infinite past time are strong — it’s simply not constructible in
terms of events or instants of time, besides being conceptually indefinite” (Ellis, Kirchner,
& Stoeger 2003, p. 14).

Apart from these philosophical arguments, there has emerged during the course of the
twentieth century provocative empirical evidence that the universe is not past eternal. This
physical evidence for the beginning of the universe comes from what is undoubtedly one
of the most exciting and rapidly developing fields of science today: astronomy and astro-
physics. Prior to the 1920s, scientists had always assumed that the universe was stationary
and eternal. Tremors of the impending earthquake that would topple this traditional cos-
mology were first felt in 1917, when Albert Einstein made a cosmological application of
his newly discovered gravitational theory, the General Theory of Relativity (Einstein 1917,
pp. 177-88). In so doing, he assumed that the universe is homogeneous and isotropic and
that it exists in a steady state, with a constant mean mass density and a constant curvature
of space. To his chagrin, however, he found that General Relativity (GR) would not permit
such a model of the universe unless he introduced into his gravitational field equations a
certain “fudge factor” A in order to counterbalance the gravitational effect of matter and
so ensure a static universe. Einstein’s universe was balanced on a razor’s edge, however, and
the least perturbation — even the transport of matter from one part of the universe to
another — would cause the universe either to implode or to expand. By taking this feature
of Einstein’s model seriously, the Russian mathematician Alexander Friedmann and the
Belgian astronomer Georges Lemaitre were able to formulate independently in the 1920s
solutions to the field equations which predicted an expanding universe (Friedmann 1922;
Lemaitre 1927).

23. Besides the paper by Ellis et al., see Vaas (2004).
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A “perfect” city
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Figure 3.2 Analogy of the universe as a city laid out in a grid.

Friedmann’s first equation is:
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where H = Hubble parameter, a = scale factor, G = gravitational constant, p = mass density of
universe, A = cosmological constant, k = curvature parameter.”* By way of explanation, the
scale factor, “a,” of the universe is a global multiplier to universe size. Imagine the universe as a
perfectly laid out city with streets that travel only north-south and east-west. Streets are spaced
atequal-distance intervals. Street intersections then define perfectly symmetric city blocks. One
could go further and think of buildings in the city as analogous with galaxies in the universe.

The distance from one city block to another is a function of two values: the originally
laid out distance (call that the “normalized” distance) and the scale factor multiplier “a.”
Note that, as in Figure 3.2, when one multiplies by a scale factor of 1/2, one still has precisely
the same city with the same number of city blocks. The only thing that has changed is the
distance interval between the city blocks.

Now consider buildings within the city. If the city block distance were reduced to the
size of buildings, clearly something must give. The buildings would be squeezed together
and destroyed. This is analogous to what happens with matter in the real universe. The
sizes of nonelementary particle mass structures such as protons, neutrons, atomic nuclei,
and so on are fixed; they do not change with the scale factor. Other physical structures,

such as massless particles, do adjust with the scale factor. The wavelength of radiation

« . »

24. This form of the equation assumes a unit system where the speed of light, “c,” is equal to one. Otherwise the
cosmological constant term and the curvature parameter term would be seen as multipled by .
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adjusts and, hence, would gain (in the case of contraction) or lose (in the case of expan-
sion) energy as a result’”. When one crowds these particles in upon themselves, one will
see a transition to different physics.

Recall that the full city is always present regardless of the value of the scale factor. So
now consider two additional situations. First, suppose that the scale factor were to shrink
to zero. Space (and time) would disappear. Any structure that could not transform to zero
size would be destroyed. If there were no physical process that would allow such a thing to
happen, we should seem to have a paradox. Either there must be an undiscovered physical
process or the scale factor cannot, in reality, assume a null value.

Second, imagine that the city is of infinite size. Conceptually, there is no problem with
extending the streets north-south and east-west to infinity in each direction. What does it
mean to scale the universe’s size in such a situation? No matter what scale factor one adopts,
the size of the universe remains infinite. Nevertheless, the idea of scaling still retains coher-
ency in that we can apply a multiplier to the finite distance between city blocks. Yet what
would be the meaning of applying a zero scale factor in this situation? Now it would appear
that the size of the full universe is “zero times infinity,” which, in general, can be any finite
number (Barrow 2005, p. 160). What does this mean, given that the distance between any
spot in the universe to any other spot must still be zero? GR simply breaks down at zero
scale factor.

Whether or not the full universe is of infinite or finite size is given in the Friedmann
equation by the curvature parameter “k.” A positive k indicates that the universe, much like
the surface of the Earth, is unbounded yet of finite size. Going back to the analogy, imagine
that the city is laid out over Earth’s entire curved surface. A traveler on 1st street would
never come to the end; rather he would eventually come back to the location where he
started. A positive k yields positive curvature and a closed universe. This is one type of
“compact metric” within GR.

A zero value for “k” yields a “flat” universe. The Ist street is unbounded and of infinite
length (in both directions). A similar situation obtains for a negative k value. Here one has
negative, or “saddle-shaped,” curvature. Two travelers moving east and side-by-side up st
and 2nd streets would actually get laterally farther apart as the curvature of the surface
causes the streets to diverge from each other. The latter case gives an infinitely sized “open”
universe.

The components of the universe (all the energy, keeping in mind that E=mc’) determine
what type of curvature the universe possesses. The “strength” of gravity, included in the
equation via the parameter “G,” affects the magnitude of the curvature.

The parameters p and A indicate the type and magnitude of the different types of energy
that cause the curvature. The parameter “p” represents the density (that is, the energy per
unit volume) of the two types of “ordinary” energy: matter and radiation. It is “ordinary”
in the sense that we are familiar with it in daily life and it is of a form that makes gravity
an attractive force. A represents an exotic type of energy density which can transform
gravity from an attractive to a repulsive force.

Friedmann’s first equation tells us how the scale factor changes as time elapses. Mathe-
matically, this is the first derivative of the scale factor “a,” known as “a-dot,” or d. One can
see that the increase (or decrease) in the scale factor is strongly a function of the universe’s
energy content. Now the “ordinary” energy density p will become smaller as the universe

25. Hence, the temperature of the universe would be seen to rise as one looked back in time.



128 WILLIAM LANE CRAIG AND JAMES D. SINCLAIR

expands, since one has the same amount of energy spread out over a greater volume. So
its causal impact on the expansion will progressively diminish at ever later times (this works
in reverse for contraction). By contrast, A, which represents the dark energy density, is
constant. The dark energy does not become more dilute during expansion or concentrated
during contraction. Hence, early in the life of an expanding universe, A is unimportant
compared to p. But its impact “snowballs” as time goes on. As long as the impact of p in
the early universe is not enough to overturn an expansion and begin a contraction, the
effect of A will eventually lead to a runaway expansion of the universe. There will appear
a moment in the history of the universe when the dark energy will begin to dominate the
ordinary energy, and the universe’s expansion will begin to accelerate. Recent observations,
in fact, seem to show precisely this effect in our own universe, with a transition age at 9
billion years (Overbye 2006).
Friedmann’s second equation gives the rate of change of the expansion rate:

a 4nG A
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It determines whether the expansion itself is slowing or accelerating. This acceleration is
referred to as “a-double-dot,” or d. A new term “p” appears in the equation. This is the
pressure (similar to the pressure of a gas inside a balloon). Pressure itself can produce
gravitational force. Pressure is normally negligible for ordinary matter, although it can play
a role in radiation dominated universes. Pressure, however, can have a tremendous impact
given a universe dominated by dark energy. As Friedmann’s second equation shows, the
rate at which the expansion of the universe accelerates is proportional to: (—p — 3p). But
the pressure in the vacuum is just equal to the negative of the energy density; this is called
the equation of state. Hence, overall, the acceleration is positive (which will produce expan-
sion) and proportional to twice the energy density.

Ordinary matter will exert positive pressure (which will keep a balloon inflated, for
example). This type of pressure will produce an attractive gravitational force, which supple-
ments the attractive gravity that accrues from mass. Dark energy has the bizarre property
that it generates negative pressure. But dark energy, while it has a positive energy density
(which contributes to attractive gravity) will, on net, produce a repulsive gravitational
effect. Looking at Friedmann’s second equation, one sees that an attractive gravitational
contribution tends to slow down expansion (or accelerate contraction), while repulsive
gravity will do the opposite.

The monumental significance of the Friedmann—Lemaitre model lay in its historization
of the universe. As one commentator has remarked, up to this time the idea of the expan-
sion of the universe “was absolutely beyond comprehension. Throughout all of human
history the universe was regarded as fixed and immutable and the idea that it might
actually be changing was inconceivable” (Naber 1988, pp. 126-7). But if the Friedmann—
Lemaitre model is correct, the universe can no longer be adequately treated as a static entity
existing, in effect, timelessly. Rather the universe has a history, and time will not be a matter
of indifference for our investigation of the cosmos.

In 1929, the American astronomer Edwin Hubble showed that the redshift in the optical
spectra of light from distant galaxies was a common feature of all measured galaxies and
was proportional to their distance from us (Hubble 1929, pp. 168-73). This redshift, first
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observed by Vesto Slipher at the Lowell Observatory,” was taken to be a Doppler effect
indicative of the recessional motion of the light source in the line of sight. Incredibly, what
Hubble had discovered was the isotropic expansion of the universe predicted by Friedmann
and Lemaitre on the basis of Einstein’s GR. It was a veritable turning point in the history
of science. “Of all the great predictions that science has ever made over the centuries,”
exclaims John Wheeler, “was there ever one greater than this, to predict, and predict cor-
rectly, and predict against all expectation a phenomenon so fantastic as the expansion of
the universe?” (Wheeler 1980, p. 354).

2.31. The standard Hot Big Bang model

According to the Friedmann—Lemaitre model, as time proceeds, the distances separating
the ideal particles of the cosmological fluid constituted by the matter and energy of the
universe become greater. It is important to appreciate that as a GR-based theory, the model
does not describe the expansion of the material content of the universe into a preexisting,
empty, Newtonian space, but rather the expansion of space itself. The ideal particles of the
cosmological fluid are conceived to be at rest with respect to space but to recede progres-
sively from one another as space itself expands or stretches, just as buttons glued to the
surface of a balloon will recede from one another as the balloon inflates. As the universe
expands, its density progressively declines.

This has the astonishing implication that as one reverses the expansion and extrapolates
back in time, the universe becomes progressively denser until one arrives at a state of infi-
nite density at some point in the finite past. This state represents a singularity at which
space-time curvature, along with temperature, pressure, and density, becomes infinite. To
be more correct, the volume of the universe approaches zero in the limit as the scale factor
of the universe approaches zero. The Friedmann—Lemaitre model does not, in fact, describe
what happens at the singularity, since Einstein’s GR breaks down at this limit.

The initial cosmological singularity is, therefore, not in space-time but constitutes an
edge or boundary to space-time itself. Robert Wald describes how singular space-times are
to be properly characterized:

By far the most satisfactory idea proposed thus far is basically to use the ‘holes’ left behind
by the removal of singularities as the criterion for their presence. These ‘holes’ should be
detectable by the fact that there will be geodesics which have finite affine length; that is,
more precisely there should exist geodesics which are inextendible in at least one direction but
have only a finite range of affine parameter. Such geodesics are said to be incomplete. (For
timelike and spacelike geodesics, finite affine ‘length’ is equivalent to finite proper time or
length so the use of affine parameter simply generalizes the notion of ‘finite length’ to null
geodesics.) Thus, we could define a spacetime to be singular if it possesses at least one incom-
plete geodesic.

Nevertheless, there is a serious physical pathology in any spacetime which is timelike or
null geodesically incomplete. In such a spacetime, it is possible for at least one freely falling
particle or photon to end its existence within a finite ‘time’ (that is, affine parameter) or to
have begun its existence a finite time ago. Thus, even if one does not have a completely
satisfactory general notion of singularities, one would be justified in calling such spacetimes

26. Slipher’s early papers are now available online at http://www.roe.ac.uk/~jap/slipher/.
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physically singular. It is this property that is proven by the singularity theorems to hold in a
wide class of spacetimes. (Wald 1984, pp. 215-6)”

The existence of a boundary to space-time implies, not merely that the “stuff” of the uni-
verse begins to exist but that space and time do as well (for in the Friedmann—Lemaitre
model all past-directed geodesics terminate at the singularity). P. C. W. Davies
comments:

If we extrapolate this prediction to its extreme, we reach a point when all distances in the
universe have shrunk to zero. An initial cosmological singularity therefore forms a past tem-
poral extremity to the universe. We cannot continue physical reasoning, or even the concept
of spacetime, through such an extremity. For this reason most cosmologists think of the initial
singularity as the beginning of the universe. On this view the big bang represents the creation
event; the creation not only of all the matter and energy in the universe, but also of spacetime
itself. (Davies 1978, pp. 78-9)

The term “Big Bang,” originally a derisive expression coined by Fred Hoyle to character-
ize the beginning of the universe predicted by the Friedmann-Lemaitre model, is thus
potentially misleading, since the expansion cannot be visualized from the outside (there
being no “outside,” just as there is no “before” with respect to the Big Bang).*®

The standard Hot Big Bang model, as the Friedmann—Lemaitre model came to be called,
thus describes a universe which is not eternal in the past, but which came into being a
finite time ago. Moreover — and this deserves underscoring — the origin it posits is
an absolute origin ex nihilo. For not only all matter and energy but also space and time
themselves come into being at the initial cosmological singularity. As Barrow and Tipler
emphasize, “At this singularity, space and time came into existence; literally nothing
existed before the singularity, so, if the Universe originated at such a singularity, we would
truly have a creation ex nihilo” (Barrow and Tipler 1986, p. 442). On such a model the
universe originates ex nihilo in the sense that it is false that something existed prior to
the singularity.

27. A geodesic is the path that a freely falling particle traces out through space and time. A timelike geodesic is
traveled by a massive particle. A null geodesic is traveled by a massless particle such as the photons that make up
visible light.

28. As Gott et al. write:

The universe began from a state of infinite density about one Hubble time ago. Space and time were
created in that event and so was all the matter in the universe. It is not meaningful to ask what happened
before the big bang; it is somewhat like asking what is north of the North Pole. Similarly, it is not sensible
to ask where the big bang took place. The point-universe was not an object isolated in space; it was the
entire universe, and so the only answer can be that the big bang happened everywhere. (1976, p. 65)

The Hubble time is the time since the singularity if the rate of expansion has been constant. The singularity
is a point only in the sense that the distance between any two points in the singularity is zero. Anyone who thinks
that there must be a place in the universe where the Big Bang occurred still has not grasped that it is space itself
which is expanding; it is the two-dimensional surface of an inflating balloon which is analogous to three-dimen-
sional space. The spherical surface has no center and so no location where the expansion begins. The analogy of
the North Pole with the beginning of time should not be pressed, since the North Pole is not an edge to the
surface of the globe; the beginning of time is more like the apex of a cone. But the idea is that just as one cannot
go further north than the North Pole, so one cannot go earlier than the initial singularity.
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2.32. Evidence for GR

The earliest evidence in favor of the Big Bang came from the consonance of theory and
experiment. Einstein’s early papers proposed two tests that could be performed immedi-
ately. It had been known for some time that Newton’s gravitational theory could not ade-
quately describe the orbit of the planet Mercury. The real orbit precessed around the sun
(i.e. the ellipse itself rotates over time). In contrast to Newton’s theory of gravity, GR “pre-
dicted” that this precession should take place. Einstein’s theory also predicted that, since
matter bends space, light rays should have their paths noticeably bent when they pass close
to massive objects. A solar eclipse in 1919 provided the opportunity for a test of this pre-
diction. An expedition led by Arthur Eddington confirmed that light rays were indeed
deflected.

These tests were not sufficiently accurate® to ensure that small deviations from GR
were not possible. It was also suspected that, since the real universe is not completely
homogeneous and isotropic at all scales, Friedmann and Lemaitre’s prediction of a true
singular beginning to the universe would ultimately fail. Perhaps a slight anisotropy
could result in matter’s “sling-shotting” past itself at a minimum (but nonzero) radius
condition, so that the present expansion was preceded by a cosmic contraction, thereby
avoiding the absolute beginning of the universe. In 1970, however, Stephen Hawking and
Roger Penrose proved that the homogeneity/isotropy assumption was irrelevant. The
Hawking—Penrose singularity theorems showed that so long as the universe is governed
by GR (with a few technical exceptions, which will become prominent in our discussion
later into the chapter), our past must include a singularity (Hawking & Penrose 1970).
Wald comments:

[Hawking—Penrose 1970] gives us strong reason to believe that our universe is singular . . . the
observational evidence strongly suggests that our universe — or, at least, the portion of our
universe within our causal past — is well described by a Robertson-Walker model [standard
hot Big Bang theory] at least back as far as the decoupling time of matter and radiation.
However, in these models, the expansion of the past directed null geodesics emanating from
the event representing us at the present time becomes negative at a much more recent time
than the decoupling time. Thus there is strong reason to believe that condition 4c of [Hawking—
Penrose 1970] is satisfied in our universe. Since we expect that conditions (1)-(3) also are satis-
fied, it appears that our universe must be singular. Thus, it appears that we must confront the
breakdown of classical general relativity expected to occur near singularities if we are to
understand the origin of our universe. (Wald 1984, p. 241)

The conditions Wald mentions are:

1. Satisfaction of the strong energy condition (typically obeyed by “normal” types of
matter).

29. However, further experiments did definitively establish the correspondence between GR and nature. The 1993
Nobel Prize for Physics was awarded to two astronomers: Russell A. Hulse and Joseph H. Taylor, Jr. The award
was given for their study of a distant solar system consisting of a binary pulsar — two neutron stars orbiting each
other. GR predicted that the orbit would shrink over time due to the emission of gravitational waves. They proved
that GR is accurate to a startling degree of one part in 10'*. This makes GR perhaps the best-proved theory in all
of physics.
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2. Satisfaction of the generic energy condition (there is no exotic property of the space-
time that prevents gravitational focusing).

3. No closed time loops (the future does not bend back and become one’s own past).

4. There is a point p such that past-directed worldlines emanating from p have negative
expansion; that is, they are focused back on each other (the worldlines of observers do
not trace into an infinite past given sufficiently concentrated matter but are “focused,”
as by a lens, into a singular condition within a finite time).

2.33. Exceptions to the Hawking—Penrose theorems

Four possible exceptions to the Hawking—Penrose singularity theorems conveniently dis-
tinguish four classes of nonstandard models that provide possible alternatives to the stan-
dard Big Bang model (Figure 3.3). The Hawking—Penrose Theorem also has the obvious,
but implicit, condition that GR is fundamental; that s, it is a complete as well as correct
description of conditions within our universe (thereby defining a 5th condition).

The first option (closed time loops) has been the subject of some exploration in cos-
mological circles. The next two — eternal inflation and quantum gravity — represent areas
of fertile cosmological investigation which merit our attention. The last two exception
conditions are not expected to be part of “reasonable” physical models of the universe.
Hawking explains:

Between 1965 and 1970 Penrose and I used the techniques I have described to prove a number
of singularity theorems. These theorems had three kinds of conditions. First there was an
energy condition such as the weak, strong or generic energy conditions. Then there was some
global condition on the causal structure such as that there shouldn’t be any closed time like
curves. And finally was some condition that gravity was so strong in some region that nothing
could escape. . . .

Five exception conditions to the Hawking—Penrose Theorem

A

Closed timelike loops
(Universe as time machine)

A 4

Strong energy condition violated
(Eternal inflation)

A 4

Falsity of general relativity
(Quantum gravity)

v

Generic energy condition violated
(“Exotic” space-time)

v

No closed trapped
surface in our past

Figure 3.3 Model classes based on exceptions to the Hawking—Penrose singularity theorems.
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[The generic energy condition] says that first the strong energy condition holds. Second,
every timelike or null geodesic encounters some point where there is some curvature that is
not specially aligned with the geodesic. The generic energy condition is not satisfied by a
number of known exact solutions. But these are rather special. One would expect it to be satis-
fied by a solution that was “generic” in an appropriate sense [that is, a reasonable physical
model]. If the generic energy condition holds, each geodesic will encounter a region of gravi-
tational focusing. (Hawking & Penrose 1996, pp. 14-5)

We do expect our past to feature a closed, trapped surface, and there is no reason to
postulate an exotic space-time construction that would just happen to have perfect defo-
cusing characteristics so as to counter the effects of gravity. Hence, our discussion will
revolve around the first three options.

L. Closed timelike curves (CTCs)

A first, exotic exception to the Hawking—Penrose theorems is the possible existence of
CTCs. Permitted by Einstein’s GR, CTCs represent an observer tracing out a circular path
through space and time.

J. Richard Gott and Li-Xin Li have proposed a model according to which the early universe
(only) is a closed time loop that occasionally gives “birth” to a universe like ours (Figure 3.4).
They maintain that Alexander Vilenkin’s “tunneling from nothing” model (see section IV¢)
should properly be taken as tunneling from a previous state. As will be seen in this chapter,
most cosmological models assert that the past terminates at a boundary a finite time ago.
One then wishes to explain what exists at that boundary. Vilenkin (and, independently, the
team of Stephen Hawking and James Hartle) believes that the universe sprang into being “out
of nothing.” Gott and Li believe, instead, that there is a CTC at this boundary.

Publisher's Note:

Permission to reproduce this image
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of this chapter.

Figure 3.4 A Gott-Li universe time machine.

The region of closed timelike curves (CTC) exists at the bottom of the diagram. This region is
separated from the future evolution of the universe by a Cauchy horizon (a boundary that
separates space-time into CTC regions and non-CTC regions). The four branches to the top of
the diagram can be thought of as inflationary bubbles undergoing a de Sitter-like expansion

(see sections IT and Ila for a discussion of inflation and de Sitter spaces). (source: Gott & Li 1998)
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The Gott-Li model could be an example of a universe timeline looping back upon
itself to allow the universe, in Gott and Li’s words, “to become its own mother.” They
explain:

In this paper, we consider instead the notion that the Universe did not arise out of nothing,
but rather created itself. One of the remarkable properties of the theory of general relativity
is that in principle it allows solutions with CTCs. Why not apply this to the problem of the
first-cause?

Many inflationary models allow creation of baby inflationary universes inside black holes,
either by tunneling across the Einstein-Rosen bridge, or by formation as one approaches the
singularity. If one of these baby universes simply turns out to be the universe we started with, then
a multiply connected model with early CTCs bounded by a Cauchy horizon is produced.

... Then the Universe neither tunneled from nothing, nor arose from a singularity; it
created itself. (Gott & Li 1998, p. 39; emphasis added)

Some histories in our past were circular in nature (forming a multiply connected space-
time) and recreating the Big Bang. Further, this is not a cyclic universe; it is the same Big
Bang.

The CTC scenario raises interesting philosophical questions about the nature of time
(see below, p. 191). But here, our interest is in the model’s physical viability. The primary
physical problem confronting CTC models in general is their violation of the so-called
Chronology Protection Conjecture (CPC).

Gott and Li indicate that “the region of CTCs...should be in a pure vacuum state
containing no real particles or Hawking radiation and no bubbles”(Gott & Li 1998, p. 39).
This is so because this stray radiation would destroy the CTC. The reason for this curious
feature of a CTC model was discussed by Stephen Hawking (1992), where he formally
suggested a “CPC.” His theory was that a time machine (CTC) would have characteristics
that were so unstable that it would quickly destroy itself. Hence, nature conspires to prevent
time machines. A popular level (and entertaining) description of this effect is given by GR
theorist Kip Thorne. He constructs a scenario that allows a local time machine to exist
with one end on a spaceship departing Earth with his wife Carole and the other end on
Earth with him in his living room (this is an exotic general relativistic structure called a
wormbhole).

Imagine that Carole is zooming back to Earth with one wormhole mouth in her spacecraft,
and I am sitting at home on Earth with the other. When the spacecraft gets to within 10 light-
years of Earth, it suddenly becomes possible for radiation (electromagnetic waves) to use the
wormhole for time travel: any random bit of radiation that leaves our home in Pasadena
traveling at the speed of light toward the spacecraft can arrive at the spacecraft after 10 years’
time (as seen on Earth), enter the wormhole mouth there, travel back in time by 10 years (as
seen on Earth), and emerge from the mouth on Earth at precisely the same moment as it
started its trip. The radiation piles right on top of its previous self, not just in space but in
spacetime, doubling its strength. What’s more, during the trip each quantum of radiation (each
photon) got boosted in energy due to the relative motion of the wormhole mouths (a “Doppler-
shift” boost).

After the radiation’s next trip out to the spacecraft then back through the wormbhole, it
again returns at the same time as it left and again piles up on itself, again with a Doppler-
boosted energy. Again and again this happens, making the beam of radiation infinitely
strong.
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In this way, beginning with an arbitrarily tiny amount of radiation, a beam of infinite
energy is created, coursing through space between the two wormhole mouths. As the beam
passes through the wormhole . . . it will produce infinite spacetime curvature [i.e. a singular-
ity] and probably destroy the wormhole, thereby preventing [a time machine from coming
into being in the first place]. (Thorne 1994, pp. 505-6)

Of interest to us is the general applicability of this effect to the Gott—Li model. Gott
and Li are sensitive to this problem and have developed a solution®. They and others
have found some specially constructed space-times that appear to elude Hawking’s
CPC. To avoid the CPC, they have constructed a special initial state for the universe:
a zero-temperature empty space called an “adapted Rindler vacuum.” It is specially built
and balanced such that it does not develop the destructive effect suggested by Thorne
earlier.

After the publication of Gott and Li’s paper, William Hiscock developed a defense of
the CPC that still appears to stand (Hiscock 2000). First, Hiscock argues that the Gott-Li
choice of initial conditions is highly fine-tuned. In fact, Gott—Li’s vacuum is of “measure
zero” in the set of all possible Rindler vacuums. This means that the scenario is just about
as unlikely as is possible without ruling it out summarily. D. H. Coule agrees in his
summary of quantum gravity models, referring to the Gott—Li model as “rather contrived”
(Coule 2005).”" Second, Hiscock argues that the Gott—Li vacuum is not stable, given more
realistic physical force fields. He writes:

... the (Rindler) vacuum stress-energy of a nonconformally coupled scalar field, or a confor-
mally coupled massless field with a . . . self-interaction will diverge on the chronology horizon
for all values of the Misner identification scale [this is the parameter that Gott-Li have fine-
tuned]. In addition, the vacuum polarization of [the scalar field considered in the Gott-Li
model] diverges in all cases [leading to the Thorne effect cited earlier], even for the conformally
invariant case examined by Li and Gott. Hence, the regular behavior found by Cassidy and Li
and Gott holds only for a conformally invariant, non-interacting field, and only for the stress-
energy tensor. While some fields in nature (e.g., the electromagnetic field, before interactions
are added) are conformally invariant, others — notably gravity itself-are not; and interactions
are the rule, not the exception. (Hiscock 2000, p. 4)

30. Gott indicates:

I think no one has been able to rule out CTC’s. There have been no significant changes in quantum gravity
since our paper. To understand whether one can create a time machine one may have to understand
quantum gravity and we do not yet. Several loopholes in chronology protection have been found. Li Xin-Li
and I and Cassidy, Hawking’s student have found examples of quantum vacuum states that do not blow
up on the cauchy horizon. Li Xin-Li’s paper on the correct renormalization procedure [Phys. Rev. D.
084016 (1999)] showed that the vacuum field did not blow up for electromagnetic fields and other fields
as well as for scalar fields. This means the action or entropy does not blow up either—solving a trouble
Hawking and Cassidy thought existed. For matter obeying the weak energy condition instabilities
are cured if the time loop occurs at the beginning of the universe, as we are proposing. (pers. comm.,
March 1, 2008)

31. Coule has some additional objections of his own. For example, he criticizes the nature of the vacuum,
indicating that thermal fluctuations need to be of a precise form in order to avoid the radiation backreaction
described earlier by Thorne. This expectation is inconsistent with the Planck scale physics employed by Gott
and Li.
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Coule adds: “..in Misner space this state [Gott—Li model] was only possible with
identification scale b = 27, or b = 2710 for the multiple de Sitter case. Such an exact value
is itself inconsistent with notions of quantum uncertainty” (Coule 2005, p. 31). So the
Heisenberg uncertainty principle of quantum mechanics (QM) would guarantee that the
relevant parameter could not be “just-so.” But if it is not “just-so,” then the universe col-
lapses into a singular condition in the presence of a time machine. Coule also suggests that
this parameter, called the “Misner identification scale” is not a constant. Rather it is likely
to change dynamically as a function of matter couplings or energy potentials. As soon as
it does, the CTC will destabilize.

Interestingly, Gott and Li used similar objections when arguing for their model at the
expense of the “creation from nothing” approach of Vilenkin and Hartle and Hawking
[section IVc]. Gott and Li criticize the “creation from nothing” approach on the grounds
of the uncertainty principle and the fact that their competitors are not using realistic force
fields; that is to say, the Vilenkin approach is not close enough to what we expect for the
real universe. Yet their own model appears to break down when similar objections are
leveled against it.”>*

CTC physics is interesting, and while some theorists still pursue it, it occupies only a
small minority of ongoing cosmological investigation. While it is true that no one has been
able definitively to rule out CTCs, the evidentiary burden lies upon those defending the
viability of such space-times and models predicated upon their reality.

II. Eternal inflation

Motivation
A more serious exception to the Hawking—Penrose singularity theorems is afforded by
inflationary theory. Although the Friedmann—Lemaitre model had a great deal of evidential
support, there were, nonetheless, observational anomalies which suggested that there was
more to the story. There were also theoretical reasons to think that the description was not
quite complete. These difficulties, especially the horizon, flatness, and cosmic relic prob-
lems, prompted theorists to propose a modification of the standard Big Bang picture called
“inflation.”

With respect to the horizon problem, cosmologists lacked an explanation as to why the
universe should be so homogeneous and isotropic.** Alan Guth explains:

The initial universe is assumed to be homogeneous, yet it consists of at least ~10% separate
regions which are causally disconnected (i.e., these regions have not yet had time to commu-

32. In fairness to Gott and Li, it should be noted that Hiscock’s criticisms are based on a semiclassical approach
(an approximation of quantum gravity), and it is possible that a full theory of quantum gravity could vindicate
their idea.

33. Vilenkin has also criticized the Gott-Li model (see Vilenkin 2006, p. 219). He indicates that the Gott-Li
space-time contains incomplete histories, so, “This means that the spacetime itself is past-incomplete, and there-
fore does not provide a satisfactory model of a universe without a beginning.”

34. The universe does appear different at various distances as we look at it. But this is due to the fact that we
observe distant galaxies as they were in the past, given the time it takes for their light to reach us.
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nicate with each other via light signals) ... Thus, one must assume that the forces which
created these initial conditions were capable of violating causality. (Guth 1981, p. 347)

Cosmology had an appropriate “organizing” principle at hand — thermodynamic
equilibrium — yet mathematics showed that, in the limit, as one looked backward at the
Big Bang, the different parts of the universe would lose causal communication. Without
causal communication, all the parts of the observable universe could not have cooperated
in energy transfer so as to make all parts look the same (in the present). Physicist Brian
Greene describes the horizon problem:

Physicists define a region’s cosmic horizon (or horizon for short) as the most distant surround-
ing regions of space that are close enough to the given region for the two to have exchanged
light signals in the time since the [Big] bang. ... The horizon problem, then is the puzzle,
inherent in the observations, that regions whose horizons have always been separate — regions
that could never have interacted, communicated, or exerted any kind of influence on each
other — somehow have nearly identical temperatures. (Greene 2004, p. 289; emphasis in the
original)

... imagine running the cosmic film in reverse while focusing on two regions of space
currently on opposite sides of the observable universe — regions that are so distant that they
are beyond each other’s spheres of influence. If in order to halve their separation we have to
roll the cosmic film more than halfway back toward the beginning, then even though the
regions of space were closer together, communication between them was still impossible: they
were half as far apart, but the time since the bang was less than half of what it is today, so light
could travel only less than half as far. Similarly, if from that point in the film we have to run
more than halfway back to the beginning in order to halve the separation between the regions
once again, communication becomes more difficult still. With this kind of cosmic evolution,
even though regions were closer together in the past, it becomes more puzzling — not less —that
they somehow managed to equalize their temperatures. Relative to how far light can travel,
the regions become increasingly cut off as we examine them ever farther back in time. This is
exactly what happens in the standard big bang theory. (Greene 2004, p. 288; emphasis in the
original)

A second problem was that the universe appears to be “flat” (i.e. space is Euclidian: the
angles of a triangle add up to 180 degrees; parallel lines do not intersect), while GR predicts
that that is a wildly improbable outcome.

A typical closed universe will reach its maximum size on the order [of the Planck scale of 107*
sec], while a typical open universe will dwindle to a p [density] much less than p,, [critical
density; the density for a long-lived universe]. A universe can only survive ~10' years [approx-
imately the age of our universe] only by extreme fine tuning. . . . For [the likely initial condi-
tions for our universe] the value of H [the initial expansion rate of the universe] must be fine
tuned to an accuracy of one part in 10®. In the standard model this incredibly precise initial
relationship must be assumed without explanation. (Guth 1981, p. 348)

The third problem was that the supposition of an initial disorganized state of the uni-
verse led to the prediction of the presence of bizarre cosmic relics. Magnetic monopoles
should appear in our universe at a density amenable to detection with our present means.
In Guth’s original paper on inflation, he indicates that standard particle physics predicts a
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monopole concentration 14 orders of magnitude greater than the upper bound observed
in our universe. To date, we have seen none of these exotic structures.*

Guth’s solution to these three problems was to postulate a period of exponential expan-
sion very early in the history of the universe. Again Greene:

In inflationary cosmology, there was a brief instant during which gravity was repulsive and
this drove space to expand faster and faster. During this part of the cosmic film, you would
have to wind the film less than halfway back in order to halve the distance between the two
regions. . . . the increasingly rapid separation of any two regions of space during inflationary
expansion implies that halving their separation requires winding the cosmic film less — much
less — than halfway back toward the beginning. As we go farther back in time, therefore, it
becomes easier for any two regions of space to influence each other, because, proportionally
speaking, there is more time for them to communicate. Calculations show that if the inflation-
ary expansion phase drove space to expand by at least a factor of 10*’, an amount that is readily
achieved in specific realizations of inflationary expansion, all the regions in space that we
currently see . . . were able to communicate . . . and hence efficiently come to a common tem-
perature in the earliest moments of the universe. (Greene 2004, pp. 289-90; emphasis in the
original)

This inflationary period began and ended in a fraction of a second, yet a typical
inflationary event could lead to 70 “e-folds.” An e-fold is a logarithmic measure of
how large the universe grows during an inflationary event. Here, N is the number of
e-folds, and a(t) represents the scale factor of the universe at the beginning and end
of inflation.”

N(t) = ln[a(tend)/a(tbeginning)]

E-folds are a shorthand way of expressing the huge increase in size of the universe during
an inflationary event (recall Greene’s factor of 10”).

Hence, prior to inflation all parts of the present, observable universe could be in causal
communication with one another. Inflationary expansion would also smooth the curvature
of the present-day universe to be flat or nearly flat, similar to the way the curvature of a
basketball would appear to vanish if it suddenly grew to the size of the Earth. Further, since
our present observable universe would be only a microscopic part of the original generic
manifold, the density of exotic cosmic relics would be expected to be so small that we
should not see them.

Inflation was a remarkable fix to a set of serious anomalies; but it also had one
more feature in store. The Hawking—Penrose singularity theorems had as one of their
requirements that gravity is always attractive — just as it is for ordinary matter. But the

35. To understand what these exotic structures represent, consider the analogy of a pond freezing in wintertime.
If the pond starts freezing in one place and the ice simply grows until it encompasses the whole pond, you will
have a smooth surface. But if different parts of the pond start freezing separately, ultimately, these growing “ice-
bergs” must meet at a boundary. (Imagine taking big rocks and cracking holes in the ice; then letting it refreeze.
The boundaries will be rough.) The early universe was similar. These boundaries are called “defects” and can be
zero-, one-, or two-dimensional. Zero-dimensional defects are called magnetic monopoles. One-dimensional
defects are called cosmic strings. Two-dimensional boundaries are called domain walls.

36. Definition of e-fold available at http://astro.uchicago.edu/~cunha/inflation/node4.html.
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most likely physical candidate that could account for an inflationary event was a type of
energy similar to the original cosmological constant that Einstein had proposed (Einstein
1917). This bizarre type of energy would act like repulsive gravity. This led to a philoso-
phically desired outcome. If this “repulsive gravity” was present in the early universe and
could dominate attractive gravity, then the possibility arises that the Hawking—Penrose
singularity theorems did not apply to the real universe. Perhaps the universe is past eternal
after all.

Inflationary theorizing eventually led to a yet grander theory, according to which the
gravitationally repulsive material may, in fact, be the norm in the universe rather than the
exception. Cosmologist Andrei Linde explains:

This process, which I have called eternal inflation, keeps going as a chain reaction, producing
a fractal-like pattern of universes. In this scenario the universe as a whole is immortal. Each
particular part of the universe may stem from a singularity somewhere in the past, and it may
end up in a singularity somewhere in the future. There is, however, no end for the evolution of
the entire universe.

The situation with the very beginning is less certain. There is a chance that all parts of the
universe were created simultaneously in an initial big bang singularity. The necessity of this
assumption, however, is no longer obvious.

Furthermore, the total number of inflationary bubbles on our ‘cosmic tree’ grows expo-
nentially in time. Therefore, most bubbles (including our own part of the universe) grow
indefinitely far away from the trunk of this tree. Although this scenario makes the existence
of the initial big bang almost irrelevant, for all practical purposes, one can consider the
moment of formation of each inflationary bubble as a new ‘big bang.’ From this perspective,
inflation is not a part of the big bang theory, as we thought 15 years ago. On the contrary, the
big bang is a part of the inflationary model. (Linde 1998, p. 103; emphasis added)

Linde’s chaotic inflation was one of two competing views for the theory. The competitor,
called “new” inflation, featured the idea that there is a “false vacuum,” which represents
(meta)stable vacuum with a high Einstein-like cosmological constant (compared with the
“true vacuum” in which we live). In “new inflation,” this eternally expanding false vacuum
regionally decays into the slower expanding true vacuum. It expands faster than it decays,
so the process never stops.

Chaotic inflation is rather a different idea. Here, the universe starts from a “generic mani-
fold,” which is a state of maximal entropy chaos. An energy field of different regional values
pervades this manifold. Where the field is large, inflation occurs. The field can undergo
quantum fluctuation to high values as well; thereby giving onset to inflation. Locally, a region
will have a tendency to seek out the minimum allowed value of the energy field. This leads
to a process called “reheating,” which creates the ordinary matter and energy that we see
around us. Meanwhile, in locations of the universe where the field energy density is high, the
quantum fluctuations will tend to offset the minimizing tendency and make perpetual (glob-
ally, but not regionally) the inflationary process (Figure 3.5).

Eternal inflationary models

The 1980s and 1990s witnessed a proliferation of inflationary models that theoretically
allowed for a projection into an eternal past (Linde 2005). The inflationary phase mentioned
earlier was not viewed in these models as an isolated event. Theorists began to describe the
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Figure 3.5 In chaotic inflation, an initial generic manifold (a global space with random characteris-
tics; that is, inhomogeneous and anisotropic in energy density and curvature) undergoes regional
inflation. An observer sitting on an inflating spot will eventually see inflation come to a stop, but
conditions are always suitable — somewhere — for inflation to proceed.

exotic energy that produces inflation as a field that pervades otherwise empty space. A key
assumption was that the density’” of the energy throughout space never changes, so that
it resembles Einstein’s cosmological constant. It does not depend on space or time, that is,
it is constant. In that case, as space expands, more energy must continually be produced
in order to maintain a constant energy density (where this energy comes from is still a
matter of controversy). Space “clones” itself.”® Occasionally, parts of this rapidly expanding
space decay (convert) into the type of “empty” space that we live in. This space has a much
lower energy density, so there is now a great deal of excess energy that pervades our new
“bubble.” This excess energy is thought to convert into the normal matter that we see
around us.

In the latest version of inflationary theory (Figure 3.6), these decays take the form of
quantum tunneling events. Every state that possesses a positive cosmological constant is
“metastable.” That means that, similar to a radioactive isotope, the state lasts for a while
and then changes to a different (usually lower) allowed value of the cosmological constant.
This lower-energy state is initially confined to a tiny portion of space, but given that the
cosmological constant makes space expand, it becomes a rapidly growing bubble that is
nested within the original space.

But what happens to the original space, part of which decayed to form our universe?
It is still there, continuing to expand at enormous speed. Since it (usually) has a cosmo-
logical constant larger than the new bubble, its growth outpaces that of the new bubble.
Since the false vacuum expands faster than it decays, inflation is eternal into the
future. New bubbles of low-energy vacuum will continue to decay out of the expanding
space.

37. In Linde’s chaotic inflation, the energy field does feature quantum fluctuations that are critical to the onset
of new inflationary patches.

38. Since only the “material” cause is missing, this process is an example of genuine creatio ex nihilo seen
by physical theorists in the present day. Such recognition of efficient causation in the absence of material
causation may serve to mute objections to theistic creatio ex nihilo as featured in the kalam cosmological
argument.
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Figure 3.6 The String Landscape inflationary model. The Big Bang is just a regional event within
a larger multiverse. There are different kinds of “empty space,” which feature different values of
the cosmological constant (different bubbles). The larger the constant, the faster the universe
expands. Our universe decayed from one of these “false vacuum” regions. (inset adapted from the
National Aeronautics and Space Administration, available at: http://map.gsfc.nasa.gov/news/index.
html)

Theorists wondered whether this process could be infinitely extended into the past.
Interestingly, Guth himself, along with collaborators Alexander Vilenkin and Arvind Borde,
has likely closed the door on that possibility. In 2003, Borde, Guth, and Vilenkin published
an updated singularity theorem far grander in scope than the Hawking—Penrose theorems.
They explain,

Our argument shows that null and time-like geodesics are, in general, past-incomplete in
inflationary models, whether or not energy conditions hold, provided only that the averaged
expansion condition H,, > 0 holds along these past-directed geodesics. (Borde, Guth, &
Vilenkin 2003, p. 3)*

A remarkable thing about this theorem is its sweeping generality. We made no assumptions
about the material content of the universe. We did not even assume that gravity is described
by Einstein’s equations. So, if Einstein’s gravity requires some modification, our conclusion
will still hold. The only assumption that we made was that the expansion rate of the universe

39. H,, refers to the average value of the Hubble constant throughout history.
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never gets below some nonzero value, no matter how small. This assumption should certainly
be satisfied in the inflating false vacuum. The conclusion is that past-eternal inflation without
a beginning is impossible. (Vilenkin 2006, p. 175)

Vilenkin affirms that any universe (including universes modeled by higher dimensional
cosmology, pre-Big Bang cosmology, and so forth,) which, on average, expands has to
connect, in a finite time, to a past boundary (pers. comm., March 4, 2004).

Intuitively, the reason that the universe must have a beginning in the finite past is that,
in an expanding space, an observer tracing out a worldline (to the future) slows down. This
is the redshift. Vilenkin explains:

Let us now introduce another observer who is moving relative to the spectators [each of whom
is motionless except for the expansion of space]. We shall call him the space traveler. He is
moving by inertia, with the engines of his spaceship turned off, and has been doing so for all
eternity. As he passes the spectators, they register his velocity.

Since the spectators are flying apart [i.e. the universe is expanding], the space traveler’s
velocity relative to each successive spectator will be smaller than his velocity relative to the
preceding one. Suppose, for example, that the space traveler has just zoomed by the Earth at
the speed of 100,000 kilometers per hour and is now headed toward a distant galaxy, about a
billion light years away. That galaxy is moving away from us at a speed of 20,000 kilometers
per second, so when the space traveler catches up with it, the observers there will see him
moving at 80,000 kilometers per second.

If the velocity of the space traveler relative to the spectators gets smaller and smaller into
the future, then it follows that his velocity should get larger and larger as we follow his history
into the past. In the limit, his velocity should get arbitrarily close to the speed of light. (Vilenkin
2006)*

So, looking into the past, the observer must be seen to speed up. But one cannot exceed
the speed of light. The implication of this is that the past worldline of this observer has a
finite length. This is the symptom of singularity; the “pathology” that Robert Wald referred
to earlier. The observer will have “begun its existence a finite time ago.”

The Borde—Vilenkin—Guth (BVG) singularity theorem is now widely accepted within
the physics community. As of this writing, it has gone largely unchallenged.*' Instead a new
round of model building has resulted based on exceptions to this theorem. Four alternatives
present themselves (Figure 3.7).

40. Alan Guth, in a 2003 lecture at the University of California Santa Barbara’s Kavli Institute, says: “If we follow
the observer backwards in an expanding universe, she speeds up. But the calculation shows that if Hyyerge > 0 in
the past, then she will reach the speed of light in a finite proper time.” (See http://online.kitp.ucsb.edu/online/
strings_c03/guth/pdf/KITPGuth_2up.pdf.)

41. Andrei Linde has offered a critique, suggesting that BVG imply that all the individual parts of the universe
have a beginning, but perhaps the WHOLE does not. This seems misconstrued, however, since BVG are not
claiming that each past inextendible geodesic is related to a regional singularity. Rather, they claim that Linde’s
universe description contains an internal contradiction. As we look backward along the geodesic, it must extend
to the infinite past if the universe is to be past eternal. But it does not (for the observer comoving with the expan-
sion). Rather, past inextendible geodesics are the “symptom,” not the “disease.” As Robert Wald (1984, p. 216)
says, “Unfortunately, the singularity theorems give virtually no information about the nature of the singularities
of which they prove existence.” So we do not know the nature of the singularity that the BVG Theorem indicates;
we know only that Linde’s description of an infinite past is in error.
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Four exception conditions to the
Borde-Vilenkin-Guth singularity theorem

Infinite contraction (Hayg < 0)
Example: de Sitter cosmology

Asymptotically static (Ha\,g =0)
Example: Emergent model class

A 4

Infinite cyclicity(Hayg = 0)
Example: Baum—-Frampton “phantom bounce” J

7
Time reversal at singularity
Example: Aguirre—Gratton

Figure 3.7 Post-2003 cosmological model building based on finding exceptions to the Borde—
Vilenkin—Guth Theorem.

Hla. Infinite contraction

Assume that a spatially infinite universe contracted down to a singularity and then
“bounced” into our present expansion. In such a case, the universe cannot be said to be,
on average, in a state of cosmic expansion throughout its history since the expansion phase,
even if infinite, is canceled out by the contraction phase. While permissible under the BVG
Theorem, this option is not, however, a popular option among contemporary cosmologists.
George Ellis identifies two problems that bedevil such an approach:

The problems are related: first, initial conditions have to be set in an extremely special way at
the start of the collapse phase in order that it is a Robertson-Walker universe collapsing; and
these conditions have to be set in an acausal way (in the infinite past). It is possible, but a great
deal of inexplicable fine tuning is taking place: how does the matter in widely separated caus-
ally disconnected places at the start of the universe know how to correlate its motions (and
densities) so that they will come together correctly in a spatially homogeneous way in the
future??

Secondly, if one gets that right, the collapse phase is unstable, with perturbations increasing
rapidly, so only a very fine-tuned collapse phase remains close to Robertson-Walker even if it
started off so, and will be able to turn around as a whole (in general many black holes will
form locally and collapse to a singularity).

So, yes, it is possible, but who focused the collapse so well that it turns around nicely? (pers.
comm., January 25, 2006)

So there is a significant problem of acausal fine-tuning. One asserts not just brute contin-
gency but also a rather curious form of it. In the face of apparent fine-tuning, physicists
usually prefer to offer some type of explanation. Consider, for example, multiverse models
as an explanation of the apparent fine-tuning of the fundamental physical constants, or
Guth’s inflationary resolution of the horizon problem (past thermodynamic equilibrium).

Second, there is the problem that the collapse becomes chaotic as it approaches
the singularity. This will produce a preexpansion start condition that is known to be
dramatically different from our actual “Big Bang.” This phenomenon is referred to as “BKL
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chaos” after its discoverers (see Belinsky, Khalatnikov, & Lifshitz 1970).* This problem will
appear for all attempts at a past-eternal timeline that seek to introduce a pre-Big Bang
phase that “bounces” into the present expansion. In fact, the true implication of BKL may
well be that it is physically impossible to “bounce” through a singularity.

In stating that the initial conditions “have to be set in an acausal way (in the infinite
past),” Ellis puts his finger on a nettlesome philosophical issue in cosmological models
featuring an infinite past, namely, they often seem to treat the infinite past as though it
featured an infinitely distant beginning point. Several of these models are discussed in this
essay. But, as we have already seen in our discussion of philosophical kalam arguments,
such a supposition is illicit, since such an infinitely distant point is merely an ideal limit
characteristic of the potential infinite, not a moment that actually once was present.* If
we are allowed to speak of the condition of the universe at past infinity, then Zenonian
paradoxes (see p. 119) are unavoidable.

If the past condition of the universe is acausal, then of course there was no “setting” of
the condition; it just “is.” Ellis is referring merely to the construction of the mathematical
model. But suppose we do imagine that the boundary conditions were literally set at past
infinity. Something like this was a feature of Charles Misner’s old “Mixmaster” universe:

In reality we don’t expect universes to expand at exactly the same rate in every direction, and
when they become asymmetrical like this they behave in a very complicated way. Although
they expand in volume, one direction tends to contract while the other two expand, tending
to create an expanding ‘pancake’. But soon the contracting direction switches to expansion and
one of the other two expanding directions switches into contraction. Over a long period of
time, the effect is a sequence of oscillations . . . The striking thing about the sequence of oscil-
lations of the volume of the universe as it shrinks to zero, when one runs its history back into
the Big Bang at time-zero, or on into the Big Crunch at crunch-time, is that an infinite number
of oscillations occur. . . . The difference between the Mixmaster Universe and Zeno’s paradox
is that an infinite number of physically distinct, real events happen in any finite interval of
time that includes time-zero or crunch time. Measured by a clock that ‘ticks’ on this oscillatory
time, the Mixmaster Universe would be judged to be infinitely old, because an infinite number
of things have happened to the past in this time, and it will ‘live’ forever because an infinite
number of things are still to happen in the future. (Barrow 2005, pp. 242-3)

The Mixmaster universe is interesting in that it appears to offer a past infinite timeline that
nonetheless features a clear past boundary to that timeline; that is, an infinitely distant

42. Also, see Damour and Henneaux (2000): “ .. our findings suggest that the spatial inhomogeneity continu-
ously increases toward a singularity, as all quasi-uniform patches of space get broken up into smaller and smaller
ones by the chaotic oscillatory evolution. In other words, the spacetime structure tends to develop a kind of
‘turbulence’”

43. In response to the question, “Are c-boundaries [see Figure 3.8 and the following discussion for explanation
of these terms] such as past and future timelike infinity and scri+ physically real edges to spacetime (real, as a
black hole is an ontologically real entity) or are they merely mathematical conveniences? But if infinity is ‘actual’
and reachable, then a c-boundary must be an actual edge to spacetime, physically real in its ontology,” Ellis (pers.
comm.) responds curtly:

1. no
2. maths — after all a spacetime diagram is just a representation of physical reality
3. in my view infinity is neither actual nor reachable.
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beginning point. There is a question of judging the most physically appropriate measure
of time. By proper time, Mixmaster arose a finite time ago from a singularity and will end
its existence a finite time to the future. Time measured by oscillatory “ticks” would report
a timeline that is infinite to the past and future. Barrow and Tipler elucidate:

It is always possible to find a conformal transformation which will convert an infinite universe
to a finite one and vise-versa. One can always find a time coordinate in which a universe that
exists for a finite proper time . . . exists for an infinite time in the new time coordinate, and a
time coordinate in which a universe that exists for an infinite proper time . .. exists for only
a finite time. The most appropriate physical time may or may not be the proper time coordi-
nate. (Barrow & Tipler 1986, p. 636)

Physicists routinely consider an infinitely distant past “beginning” point, in effect bring-
ing infinity into their physical models through a process called a conformal transformation.
Consider Barrow and Tipler, here explaining simple Friedmann—Robertson—Walker (FRW)
cosmological models using a device called a Penrose diagram.

The boundaries of a Penrose diagram represent what are termed c-boundaries of the cosmo-
logical models. The c-boundaries are composed of the singularities and the points at infinity;
the c-boundary of a cosmology is the edge of space-time, the ‘place’ at which space and time
begin. By convention, singularities are represented by double lines in Penrose diagrams. [For
example] the initial and final singularities are the only c-boundaries in a closed Friedmann
universe. An open Friedmann universe, on the other hand, has four distinct c-boundary
structures: an initial singularity out of which the entire space-time arose, a single point i’
representing spatial infinity, a 45° line 9" (called ‘scri plus’) representing ‘null infinity’ which
are the points at infinity that light rays (null curves) reach after infinite time, and a single
point i* which all timelike curves approach for all finite times, and reach after infinite time
(with the exception of those timelike curves that accelerate forever and thus approach arbi-
trarily close to the speed of light. These curves hit scri plus rather that i* at temporal
infinity).

A Penrose diagram allows us to define rigorously ‘an achieved infinity, a concept whose
logical consistency philosophers have been doubtful about for thousands of years. Using the
c-boundary, it is possible to discuss the topology of the ‘achieved infinity’ and the ‘beginning
of time’ in cosmological models. (Barrow & Tipler 1986, pp. 635-6)

Models such as Mixmaster, the problem of supertasks* in general, and the meaning of
conformal transformations raise the question of whether an infinite past implies the
absence of a past boundary.

Figure 3.8 shows a Penrose diagram for the universe type under consideration in this
section; that is, one that contracts from infinite size down to a singularity, and then bounces
into an expanding universe (see right side of the diagram). Figure 3.9 shows another
type of simplified model (a de Sitter universe) that has this type of behavior. The de
Sitter model includes “dark energy,” while the contracting model in Figure 3.8 includes
only ordinary matter. A more realistic physical model would include both ordinary
matter and “dark energy.” The behavior of the universe at large size would be dominated

44. A supertask is an infinite series of subtasks that can be completed in a finite time.
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by the dark energy, and so a de Sitter model yields good insight into the behavior of
an infinite contraction model for the asymptotic past. By contrast, the behavior of the
universe at the Big Bang would be best described by the Friedmann—Lemaitre models in
Figure 3.8.

It appears there is a dilemma. On the one hand, one could have the reality of a past
infinite timeline without a beginning. But then one must assert brute contingency. “Things
are as they are because they were as they were.”* Further, one must do this with respect to
apparent fine-tuning. This seems implausible. One can at least say that it is unpopular,
given that cosmologists are avidly seeking an explanation for apparent fine tuning in the
form of a multiverse or a superdeterministic Theory of Everything. If we are going to give
up explanation, then what was wrong with leaving cosmology as it was prior to 1980,
namely, the standard Hot Big Bang model (with associated breakdown of physics at the
singularity)?*

The other horn involves an infinitely distant beginning point and allows the possibility
of an explanation. But it opens the door for a supernatural explanation of the beginning.
The kalam cosmological argument’s second premise would be upheld, for that premise
does not require that the beginning lie in the finite past.

IIb. Asymptotically static space-time

An asymptotically static space is one in which the average expansion rate of the
universe over its history is equal to zero, since the expansion rate of the universe “at” infinity
is zero. Hence, the universe, perhaps in the asymptotic past, is in a static state (neither
expanding nor contracting). This allows the model to escape the BVG singularity
theorem.

At first blush, it would seem that the universe could hardly be said to have zero average
expansion throughout its history if, as we know from observation, it has indeed been
expanding! Would not the average expansion rate have to be greater than zero? No, not
when we include “infinity” in the average. Consider an analogy in which the local govern-
ment decides that, henceforth, everyone will pay property taxes according to the average
value of property (per acre) in the county instead of on one’s individual assessment. Thi